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Abstract
People interact with semi-intelligent machines during their daily lives. They desire systems to
respond intelligently to requests. While improvements to the interaction between humans and AI
have been made over the years, these systems are a long way from responding like a human partner.
Virtual (game) worlds are an ideal environment in which to experiment with the interaction
between humans and AI, due to their similarity with real world environments and the presence of
agents that represent “real people” that make decisions and interact among them.

In recent years, the number of ways in which players can interact with games have increased
considerably: from the traditional mouse, keyboard, and controller, to responding to natural
movements, facial expressions, voice, eye movements and brain signals, among others. This
seminar brought together scientists, researchers, and industrial developers who specialize in
intelligent interaction between humans and computer agents in virtual (game) environments. This
report documents the program and its outcomes.
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Over the past decades, artificial intelligence has evolved from esoteric techniques used mainly
in computer science research to an integral and ever-growing part of the daily lives of most
humans. People regularly interact with semi-intelligent machines during their daily lives,
whether it is via smartphone applications, embedded systems in cars and household electronics,
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client support systems, or helpful technology installed on personal computers. People wish
and expect systems to respond intelligently to their requests, and even to anticipate their
actions. While improvements to the interaction between humans and intelligent systems
in this respect have been made over the years, there is still a long way to go before these
systems exhibit a level of understanding and intuition which can be expected from a human
partner.

Human-computer interfaces (HCI) are a well-established scientific research domain. We
noted that HCI research generally neglects the use of artificial intelligence as a integral part
of an interface. Almost any person that uses computers can quickly recall multiple frustrating
interactions with the current state of the art in artificial intelligence in interfaces. Since
annoyance and apparent incompetence can derail the adoption of otherwise promising and
potentially transformative technology, research into improving interfaces using AI is timely.

An AI assistant is broadly recognized as being a key factor in increasing human productiv-
ity, but it must be an AI assistant that the user either enjoys working with or that the user
barely notices, not one that must be bludgeoned into useful behavior or constantly fought
with. Perfection of assistants, companions, and even opponents that correctly anticipate
and collaborate in the relatively controlled domain of games provides a smooth path to such
developments in broader contexts.

We argue that virtual worlds, as found in computer games, are an ideal environment in
which to experiment with the interaction between humans and artificial intelligence. There
are at least three reasons for this. First, virtual worlds often approach the complexity
of the “real world”, while still being under the control of the researcher and completely
observable. Second, the agents in virtual worlds are supposed to represent “real people”
and are approached as such by the humans who “play” with the virtual world. Third,
the potential interactions that players have with the virtual worlds are highly diverse and
wide-ranging, which presents a substantial challenge for artificial intelligence to respond to
in a reasonable fashion.

In recent years, the number of ways in which human players can interact with games have
increased considerably. While ten years ago interaction was almost exclusively through mouse
and keyboard or controllers, nowadays games can potentially respond to natural movements
and facial expressions captured by a camera, to spoken language, to eye movements, and
to signals captured by a variety of sensors. Brain-computer interface (BCI) technology has
become more mainstream, offering possibilities for games to respond to a users’ brain activity.
Using VR technology, games can respond to movements of players in natural space. AI that
can use all these interface elements to make game agents a natural and appreciated partner
or opponent for humans can form the basis for advanced AI agents that interact with humans
not only in games, but also in the real world.

The research area in which the proposed seminar is rooted is the interaction between
humans and game AI, aiming for natural and appropriate responses of computational agents
in virtual worlds to human behavior, making use of both traditional interaction technology
as well as modern sensor and interaction technology.

The research area lends itself for a wide range of research topics. For the preparation of
this seminar, we proposed the following set of sub-topics:

Personalized Human-Game AI Interaction: Humans have different backgrounds,
interests, and goals. As such, there is no “one-size-fits-all” interference and interaction
form. Under this topic, we explore game adaptation as a type of automatic game design.
The goal is to permit the AI to adapt the game environment to the player based on
the observed features and received feedback. Instead of fully automatic game design, a
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sophisticated game design leaves scope for an AI to adapt to a broad variety of players.
Such personalized adaptation could be extended to adaptation of the actual game interface
– in games, usually complex interactions are possible, which novice players are not capable
of employing. Therefore, automatically adapting the interface to the observed experience
level of the player may be a valid approach to effective personalization.
Human-Game AI Interaction for People with Disabilities: People with disabilities
require special attention when designing interfaces, to mitigate adverse effects of disabilit-
ies, so that a suitable experience is ensured for everyone. Game AI can potentially help
to diagnose disabilities, both physically and psychologically. There is also the potential
for game AI to create awareness of issues faced by those with disabilities, by intelligently
adapting the interface in such a way that the player experiences it as a person with
disabilities would.
Multimodal Interfacing and Interaction: Multimodal systems offer a flexible and
efficient interaction environment that consists of several input/output possibilities includ-
ing text, speech, and vision. How to effectively use these possibilities in game design
is still an open problem. A compelling application of artificial intelligence is to rapidly
learn which modes a given player finds natural and enjoyable. The type of interface
a user is comfortable with is likely to cross boundaries between different applications,
meaning that an “interface fingerprint” may be derivable that can be carried with the
user, permitting the re-use of information gained.
Enhancing Human Creativity with Artificial Intelligence: Computational Cre-
ativity is a field of AI where automatic AI systems design and create various forms
of art, which may include images, drawings, poetry and music. In the broader sense,
these systems create new content either completely by themselves, or with the human
providing input at specific points. Research into this fusion of the creative skills of humans
and AI systems would move the state of the art a step forward: from being inferior
content creators the AI systems would become a tool for amplifying and augmenting the
superior creative abilities of a human being, in a bi-directional collaboration process. AI
systems should be able to learn from the human, anticipate what they intend to do, and
understand the domain of discourse. They would provide advice on content creation and
help when the user struggles with certain techniques or creative methods. By learning
the skills of the human, AI systems would be able to propose alternatives that lie outside
their expertise, allowing the humans to learn, refine and improve their capabilities. The
users would experience a system that adapts to their skills, needs and pace, and becomes
a personalized companion in their learning process.
Trustful and Reliable Human-Game AI Interaction: We often observe that humans
feel uncomfortable with AI recommendations. Moreover, mistakes made by humans are
deemed more tolerable than those made by an AI. While there is no objective rationale
for this difference, it is hard to justify the use of AI for humans by arguing that AI offers
a lower mistake probability compared to humans. It is therefore imperative to find new
ways to convince humans to interact with the game AI and to take its advice seriously.
Moreover, it is crucial to minimize any effect that might harm such trust, regardless of
its origin.
Information Flow in Human-Game AI Interaction: A game AI must observe
the human player and, in turn, provide players with information that they find helpful,
valuable, or interesting. Even the most potentially helpful information is not actually
helpful if the player cannot understand it or if it is not useful to their particular style of
play. The flow of information is particularly important between the human player and an
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AI companion. Reliable metrics that ascertain if the human uses information offered by
the AI, that check if the AI fails to provide information that the human tries to find in
other ways, and assessment of defects in the human’s play that suggest which information
is needed, are potential goals of research in this area.
Believable Human-Game AI Interaction: In the last decade, contests have been
held at several conferences where human judges voted on the “humanity” of both hu-
man game players and AI players in an effort to score the ability of the AI players to
behave in a plausibly human manner. Attempts to make AIs interact in a way that is
indistinguishable from human interaction are a natural way to structure research into
human-game AI interaction. We note that the believability of game AI often suffers
because it fails to recognize that it misunderstands the human player, or that the human
player misunderstands the AI. How to recognize misunderstanding, followed by how to
correct for misunderstanding, are important steps in making game AI more believable.
Ethics of Human-Game AI Interaction: Several of the aforementioned research
directions rely heavily on big data analysis. Acquiring such a massive amount of data
is a challenging task. Perfect anonymization is hard to achieve, and often undesirable
as multiple parties are involved in data collection and integration. To what extent is it
ethical to collect personal interaction information? Are there ethical restrictions to the
extent to which an AI is allowed to analyze a player’s personality and demographics?
These questions need answering even if a player gives permission to collect and use such
data.
Novel Forms of Interaction and Interfaces in Game AI: New technology gives
rise to new possibilities in game interaction and interfacing. While developers often
try to restrict themselves to small adaptations in tried-and-true forms of interaction, it
makes sense to consider the interaction possibilities originating with novel technology,
such as virtual reality and brain-computer interfacing. Beyond those, there may be
ways for humans and AI to interact with each other that has not yet been imagined, or
which can benefit from re-imagining. Player-AI interaction can be implemented in many
forms, such as (1) cuing a player with environmental information from music to decor,
(2) influencing a player by adjusting game elements such as local architecture, opponents,
and rewards, and (3) making a player respond to the social tone of non-player characters.
Such alternate forms of player-AI interaction warrant investigation.
This seminar was organized around workgroups, which worked in teams and topics

proposed by the participants of the seminar in the areas outlined above. These workgroups
were accompanied by plenary sessions for group formation, topic debate and discussions
of the deliberation of each group. Workgroups were dynamic, so participants could move
between them, and new groups were formed during the week. A Discord server was setup for
coordination and announcements, and it was also used by the different groups for document
and link sharing. This also has the benefit of providing a place for discussions after the
seminar, easing the communication and further work among the members of each workgroup.

It is worthwhile mentioning the work carried out during the invitation process. Due to
the COVID crisis, the changes in the political landscape, and the war in Ukraine, many
declined the invitation, and many participants dropped out after originally having accepted
the invitation. Thus, multiple rounds of invitations were run until two weeks before the
seminar. We invited close to 100 people, the full list of invitations having a high diversity (a
50% male-female split, about half invitations for ’junior’ people, and invitees hailing from all
continents – including South America and Africa, which are usually highly underrepresented).
In the end, just over 30 participants attended the seminar (out of the 45 possible). Size-wise
this was a slight disappointment. We were fortunate, however, that those that did attend
were highly enthusiastic and highly knowledgeable about the topics covered, which made the
seminar a great success.
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3 Working groups

3.1 Language Models for Procedural Content Generation
Maren Awiszus (Leibniz Universität Hannover, DE), Alexander Dockhorn (Leibniz Universität
Hannover, DE), Amy K. Hoover (New Jersey Institute of Technology, US), Antonios Liapis
(University of Malta – Msida, MT), Simon M. Lucas (Queen Mary University of London,
GB), Mirjam Palosaari Eladhari (Stockholm University, SE), Jacob Schrum (Southwestern
University – Georgetown, US), and Vanessa Volz (modl.ai – Copenhagen, DK)
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3.1.1 Introduction and Motivation

Recent advances in ML-based image generation via systems like DALL-E [6] beg the question
of whether similar tools can be used for generating game content. Specifically, it is desirable to
generate game content based on simple text input. As our group was composed of researchers
most familiar with level generation, we focused on video game level generation for 2D games
first. However, other assets like textures also seem like great examples to use these generative
methods on. Our general intuition was, that methods like DALL-E are able to generate
impressive previously unseen images due to the strength of the diverse language processing
learned with huge datasets of images and their descriptions. For games, in which only little
data can be given for a domain like e.g. 2D Super Mario levels, such a large network can
not easily be trained from scratch. Therefore, we wanted to investigate the capabilities of a
pretrained DALL-E to generate content without any game specific training.

3.1.2 Exploration of Applications

We ran tests using DALL-E mini [3] as an intermediate tool for generating content. Figure 1
shows some of those generated examples. Although DALL-E mini can create outputs that
look like Mario levels given a prompt like “Mario level”, it has problems incorporating specific
details suggested from prompts such as “spikes” or “pipes” in “Mario level with a spike pit”
or “Mario level with pipes”. The problem seems to be that DALL-E’s concept of what spikes
or pipes are is based on typical photo examples of these items rather than examples of these
items in the context of a Mario game. However, prompts that only change the style of the
level, like “apocalyptic”, can influence the output. We also did some small preliminary tests
on content other than platformer levels, like generating images of new “Pokémon” from a
textual description. These examples suffer from similar problems. DALL-E can generate
a “Pokémon”, but adding additional descriptors is less likely to be successful. It will be
interesting for future work to find out what kind of prompts can and cannot be mixed with
DALL-E and why. Especially if this is a tool to be used by game designers, one needs to
make sure that the method does not ignore additional descriptors that are a crucial part of
the game’s design.

The model CLIP [5], which is part of the DALL-E pipeline, can also be used on its own
to gauge how well a text description matches an image. We tried matching the images of
some original Mario levels to certain prompts that describe a level in more detail, like “under
ground Mario level”. For that, we used images of Mario levels provided by the Video Game
Level Corpus (VGLC) [7]. The results indicate, that while CLIP does seem to distinguish

https://creativecommons.org/licenses/by/4.0/
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Figure 1 Examples of images generated with DALL-E Mini [3]. The generated examples look
like Mario levels and certain prompts, such as “apocalyptic” can change the style of the generated
images. However, prompts like “spike pit” are ignored.

between “over ground” and “under ground” levels, objects such as pipes do not seem to be
recognized as well, which likely explains why pipes cannot be easily generated either. Note,
that these results are also without fine-tuning the model at all.

The results of these experiments indicate, that even without any fine-tuning of DALL-E
and CLIP, the methods already show some understanding of video game levels. We identify
creating a small data set of levels and their appropriate textual descriptions for fine-tuning
as an important task to further research in this direction.

3.1.3 A Functional Pipeline

While creating images of levels with DALL-E can indicate whether or not the method can
be used for level generation in general, this neglects the problem of creating a playable
level from that image. Therefore, we established a prototype pipeline for getting playable
levels from text, which is shown in Figure 2. Text can be sent to DALL-E to create a level
image. Preexisting tools can derive a structured level segment from the image. For now,
only the naive RGB tile matching method provided in [2] is applied to this task. Finally, a
larger, more complete level can be made from that segment with TOAD-GAN [1]. As the
example of a Mario level snippet in Figure 2 shows, the preliminary pipeline works and can
create playable Mario level snippets from DALL-E mini. From here, the pipeline needs to
be completed by implementing other options to create a tile map from an image, as well as
assembling the implemented parts of the pipeline into one cohesive system.

3.1.4 Conclusion and Future Work

In this workgroup, we investigated the possibility of using current text to image methods
like DALL-E for video game content generation. We show promising results for Super Mario
level generation while identifying problems of the method ignoring certain prompts that
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Figure 2 The pipeline established at the end of the group session. As shown with the examples,
we implemented the pipeline up to the point of being able to generate a tile map from a text prompt.
The image is turned into the tile map with an RGB matching algorithm based on [2].

might be important for a game designer. Additionally, we tested if CLIP, a part of DALL-E,
can match certain prompts with given Mario level images, and find a similar result: That
it can only distinguish some prompts and might ignore others. This however, is only using
the pretrained models as is, and we pose that fine-tuning will improve the results for both
experiments. We also established a functional text to level pipeline, which can turn a text
prompt into a playable Mario level snippet.

For future work, there are two distinct goals: creating a data set to allow for fine-tuning
a pretrained DALL-E and completing the missing pieces of the pipeline. For the data set,
detailed descriptions of level images need to be found or created and a way to convert
them into a usable format needs to be found. Also, other kinds of data sets that deal
with assets other than levels can be explored, like texture images. The missing pieces of
the pipeline include include other tile set representations that generate a tile map from an
image, such as Generative Adversarial Networks and Evolutionary Algorithms, and using the
Tile-Pattern KL-Divergence [4] as a repair mechanism for the tile maps. Also, the currently
still fragmented pieces need to be combined to form one cohesive system for ease of use.
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3.2.1 Introduction and Work Process

Both romance and comedy are integral parts of human culture, yet despite the breadth of
AI research into games and creativity, little work has been done to explore these themes in
the context of games. In AI research, the best examples are games that deal with ‘social
physics’ or human relationships, such as Prom Week [4] or Façade [3], where both romantic
and comedic themes are hinted at. In the games industry, while romance is a key feature in
many games (such as The Sims), it is often reduced to static linear narratives, while comedy
is notoriously difficult to achieve in games and is often achieved unintentionally [2].

In this workgroup, we aimed to explore the possibility that these two things are connected.
Due to a lack of AI research into topics such as romance and comedy, there are fewer systems
and techniques available to support the exploration of these themes in game design. Our
workgroup aimed to explore the potential for AI research in these areas, to think about the
open questions and pitfalls ahead, and to collaboratively sketch out some ideas for work that
we could act as inspiring examples for future AI research projects. The group began with a
short presentation, including a series of tweets from @NightlingBug on Twitter, who made an
observation that playing a game such as Stardew Valley from the perspective of a character
competing for the player’s attention would be an interesting idea.

We began with an open discussion of the topic, encouraging perspectives from everyone
present, covering both existing examples of technology and games, as well as concerns,
questions, and ideas that arose as we thought about the topic. All of the topics that came
out of this discussion were interesting and thought-provoking, but a few ideas stood out as
something the groups were particularly excited to take forward during the day. The first was
the idea of connecting existing AI narrative techniques, such as the Nemesis system in Shadow
of Mordor [7] to large-group dynamics like the romantic NPCs in Stardew Valley. The second
idea was to think about how information flow is often crucial in romantic stories, both within
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the fiction and between the reader and the author. The third was to investigate unusual
concepts such as discomfort, embarrassment, or “cringe” as a component of a narrative or
social AI system. The workgroup split into three subgroups to explore these ideas separately,
before reconvening at the end of the day.

3.2.2 Nemesis Island

The first group proposed an AI-driven spectator sport based on popular reality TV franchises
such as Love Island. In their prototype, a network of AI agents compete both for the romantic
attentions of other AI agents, and the real-world attention of people viewing the game on
livestream services, such as Twitch. As a third role, a director can be introduced, whose task
it is to steer the narrative by setting hidden internal goals for each agent. Agents respond to
the internal social network of the game, the pursuit of their internal goals, as well as their
meta-level understanding of the show they are in, intentionally creating drama or showing
off to create interest in the audience, in the hope that they will survive rounds of voting and
elimination.

3.2.3 JANE (Judicious Artificial Narrator Experience)

The second group proposed a game inspired by Jane Austen’s use of free indirect discourse [1],
where the author disseminates information to the reader that could be biased by a particular
viewpoint, or actual narrative fact [6]. In this approach, the reader always only has partial
(and potentially misleading) information on the characters, and they about each other – which
leads to both romantic and comedic situations. The setting for this game could be based on
shows such as Bridgerton or Gossip Girl. The player takes the role of a pseudonymous gossip
columnist, who must explore and learn about high society by attending events, engaging
in gossip, and dealing favours. The columns written by the player impact the knowledge
and social simulation of AI socialites, which in turn changes the situations the player finds
themselves in. This creates a kind of participatory take on social simulations like Bad News
[5], with the added complication of allowing the player to engage in high society themselves,
potentially manipulating the social scene to help them achieve their personal goals.

3.2.4 #CringeFestival

The third group considered the role of embarrassment and negative emotions in romantic
comedies. One issue that came up in our initial discussions was understanding the role of the
player in such games. As the audience for a romantic comedy, we have a distance between
us and the actions of the characters (“cringe” is defined as experiencing embarrassment on
behalf of someone else). If the player is participating as a character then they might feel
closer to the negative experience. This group explored the idea of games in which the player
acts as an external force, either trying to set up artificially embarrassing moments for AI
agents, or acting to save and rescue AI agents from embarrassing situations to gain catharsis.

3.2.5 Conclusion and Outcomes

Our group discussions have yielded a number of new directions to explore, both in terms of
prototyping new systems, as well as exploring the affordances and applications of existing
technology. We are hoping to pursue some of these ideas a little further and write the results
up, and to continue to maintain the working group as an ongoing collaboration.
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The generation of art assets plays a huge part in game development, costing both time and
money. We explored how the process of generating game art can be supported using recent
advances in generative art.

Machine learning models such as Dall-E 2 [1] and Imagen [2] have demonstrated powerful
art generation capabilities. Starting from text prompts, they are able to combine concepts,
attributes, and styles to generate artworks of generally high quality. Nevertheless, their
usage is restricted and similar projects such as ruDall-E [4] and Mini-Dalle-E [3] do not
produce results at the same level of detail, i.e. generating blurry images, struggling to
include concepts that are not well represented in the training data, and sometimes creating
stock image overlays (c.f. Figure 3). This often results in prompt engineering, a process in
which the user adapts the text prompt to guide the black box model to produce the desired
outcome [8]. Due to the black-box nature of deep learning models, this process can yield
unstable results and is therefore hard to control, making it inefficient and unreliable for
creating game assets.

Therefore, we have envisaged several pipelines that may support designers and artists
during game development. Starting from possible inputs such as a designer’s textual
descriptions of the required game asset, some image ideas, sketches, or even expected game
mechanics, we have multiple ways to approach the problem of game asset generation. Simple
text and image search models may guide the artistic exploration process and spawn new ideas.
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Nevertheless, those can only return results that already exist. Given textual descriptions,
we can apply text-to-image models for generating new assets. Alternatively, we may use
style-transfer models to enforce characteristics described in the text to an existing image (e.g.
CycleGAN [9]). The latter may also be used to adjust image characteristics such as drawing
style or the choice of colors (e.g. Neural Style Transfer [10]). Especially interesting is the
combination of such models, which may allow to tune each component of the processing
chain separately.

In our working group, we have worked on implementing a toolchain to generate Pokemon-
like creatures. A Pokemon often represents an animal or object and in terms of visual style,
does only consist of a few colors as well as simple shapes and textures. Aiming to use existing
models without retraining, we started our process by generating images of dragons using
ruDall-E [4]. Generated images varied hugely in quality. Since due to our style constraints
our final image does not need to include a lot of details we have chosen a rather blurry image
of a dragon with a simple background. Having selected a generated image of a dragon we
applied style-transfer as a combination of VQGAN [7] and CLIP [6]. Without retraining any
of these components to our specific domain (due to time constraints), we were unable to
achieve results of high visual quality (see Figure 4). Nevertheless, this process show-cases
how mock-ups and ideas may be generated to guide the development process.

While having struggled to develop a multi-stage model for generating Pokemon-like
creatures, it has helped us to better understand the main challenges for generating game
assets in general. The following challenges have been identified by us and may guide further
research in this domain:

Copyright: Generating art from machine learning models poses the question of who
owns the copyright of the final result. This may be a complicated question to answer since
the result itself is likely to be a product of an enormous training corpus on which the
model is based and the user’s input. While there is no definitive answer to this question
yet, the current suggestion seems to be an evaluation on a case-by-case basis [5].
Training data: Depending on the stage of production, the amount of available training
data may be minor in comparison to the variety of elements that need to be generated.
Especially in the early stages of development, machine learning models may merely be
used to generate interesting mock-ups or explore ideas. Later development stages may
allow to train specialized models or refine existing models to produce desired results.
Costs: Creating your own machine learning models or using the models provided by
others can come with non-negligible costs. The required hardware, energy, and time for
training and inference should be kept in mind while planning a pipeline. Reducing these
costs is already a key aspect of machine learning research and further advancements may
considerably reduce the related costs.
Usability and Explainability: Each of the envisaged pipelines comes with its own
unique challenges. Especially, the usability of black box models may become a problem
in case the input space is not well understood. We have tackled this problem by splitting
the asset generation into multiple sub-tasks which we were able to control independently
with limited success. Better explaining a model’s relation between in- and output as well
as its parameter space may help in increasing the usability of such models.

While there are still many steps ahead of us, supporting the generation of game assets
using machine learning models may have huge impact on the field. At the current stage,
existing models may already be used to support the prototyping stage or generate mock-ups
and ideas for the human-guided generation process. Having further advanced on the models’
capabilities, it may be possible to learn from just a few examples and produce game assets
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Figure 3 Comparison of Dall-E 2 and and the openly accessible ruDall-E for generating dragons
and pokemon-like creatures. Dall-E 2 is able to produce images of higher quality. However, it
requires an invitation from OpenAI to be used.

of matching styles. In the long run, combinations of machine learning models may even
guide the development of whole game worlds and game mechanics, allowing us to generate
complete game experiences given a user’s queries.
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Figure 4 Demo pipeline for generating Pokemon-like creatures. First, generating images of
dragons using ruDall-E[4] (left) discarded examples, (middle) chosen example, (right) given the text
prompt “A dragon in the style of a pokemon” we used VQGAN [7] and CLIP [6] to produce the
final result.
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3.4.1 Introduction & Motivation

Artificial intelligence (AI) in games has attracted a lot of public attention by defeating world
champions in board games such as Go or Chess [1, 2]. In eSports, OpenAI trained multiple
agents simultaneously that defeated the world champion team in Dota 2, a real-time strategy
multiplayer online game where two teams of five members compete against each other [3].
Additionally, DeepMind developed an AI model called AlphaStar that defeated the world
champion in the real-time strategy game StarCraft II [4].

Nevertheless, most strategies of AI models are not explainable or interpretable because a
trained neural network is a black box or the search space is too large. This makes it difficult
for humans to follow the path of the agent as it traverses the search tree to choose the best
action. In this work, we are investigating new ways to make agent behavior interpretable by
using program synthesis to explain strategies of agents by distilling black-box policies into
programmatic policies.

The rest of this abstract gives a brief introduction to program synthesis for generating
programmatic policies and unsupervised environment design (UED), a new approach to
providing agents with increasingly difficult environments to create a curriculum for the
agent. We conclude this abstract by proposing a method how to combine UED with program
synthesis to make game strategies interpretable.

3.4.2 Program Synthesis & Programmatic Policies

In recent years, more and more work investigated program synthesis in reinforcement learning
to create programmatic policies for making agent behavior in games or other environments
interpretable [5, 6, 7]. Most methods use a form of imitation learning by trying to imitate
the behavior of an oracle such as a neural network policy or a human demonstrator. The
generation of programs is only possible if the domain-specific language (DSL) is specified
and adapted to the task at hand. If the DSL is too general, like a normal programming
language, the search for programs is not feasible and leads to no program being found at
all [5]. Another way to increase the chances of finding a correct program is to reduce the
search space by providing sketches of the program structure where only the missing gaps need
to be filled [6]. The problem of finding programmatic policies without defining a task-specific
DSL or given prior knowledge about the structure of the program is still an open problem.

However, recent work showed that it is possible to learn a library of functions from
previously solved problems. These functions are then reusable in an updated DSL to solve
more difficult problems [8, 9]. This leads to a form of curriculum learning by the agent,
similar to self-play, as the agent is able to find programs for problems it could not solve
before.
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Figure 5 Two examples of evolving environments with increasingly difficult levels using the
ACCEL algorithm (from [11]).

3.4.3 Unsupervised Environment Design

Unsupervised environment design is a method for reinforcement learning in which the agent
is given increasingly difficult environments that are still solvable for the agent, but also
challenging enough so that the environment is not too easy to master. This discovers a
curriculum for agents by always providing the agent with environments that are hardly
solvable in the current training process. Dennis et al. [10] train two opposing agents with
minimax regret, with one agent coupled to the environmental designer. Regret is the difference
between the performance of the two agents, namely how good the agent could be and how
good it actually is. This ensures that the levels generated are still solvable.

ACCEL [11] improves this method by using an evolutionary approach to adapt the
difficulty of the environments and only trains a single agent for calculating the minimax
regret. Figure 5 shows two examples of evolving environments that are increasingly difficult
to solve for the agent. The upper environment is the MiniGrid environment [12], which is
used to create mazes that the agent has to solve. The lower environment is the bipedal
walker environment introduced in [13], where an agent must learn to run over obstacles.

3.4.4 Proposed Method

We propose to train a teacher agent that discovers a curriculum of increasingly hard problem
sets to challenge a student agent in combination with a program synthesis system such as
DreamCoder [8]. This should enable the program synthesis system to explain the behavior
of the strategies found, while at the same time the student agent learns to solve increasingly
difficult problems. As DreamCoder solves more and more levels by imitating the student
agent, the DSL is updated with more representative functions for the environment. This will
bootstrap the entire system and makes it possible to learn a custom DSL for the problem,
which can be used by human experts to examine agent behavior.

In general, this method proposes a new idea for learning an end-to-end system that can
explain game strategies or reinforcement learning policies by finding a tailored DSL for a
given problem without using too much prior knowledge, since this knowledge should be
found by the system itself. One challenge is the combination and interaction of all mentioned
methods into a single system, that can generate programmatic policies and is trainable from
scratch.
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Time-travel has long been explored as a mechanism in science-fiction, particularly books,
movies, and, to a lesser extent, video games, all with different degrees of success by reviewers
and consumers. In this report we explore different types of time-travel mechanisms that could
be offered in video games and discuss some design aspects that need to be considered in such
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video games, as well as the components that might need artificial intelligence implementations
and the considerations for a successful time-travel experience. A companion report in this
collection considers practical implementation and multi-player aspects of time travel.

3.5.1 Introduction

There are many types of time-travelling operations that can enhance a player’s experience of
a video game. Many aspects of time travel have been explored in film and literature, with
time-travel paradoxes being fundamental to the plot in films such as Terminator, Back to
the Future and Source Code. As far as we are aware only a handful of games have significant
time-travel elements, beyond the Save Game facility which we discuss below. A key difference
between games compared with other narrative media (and indeed normal lived experience),
is the assumption of a linear timeline and single common reality in the latter, whereas it is
standard to analyse games in terms of game trees (or more generally graphs). Hence what
appears as a paradox in a film may simply be an alternative branch of a game-tree in a game.

Notable examples of time-travel games include the following – here we just comment
on the time-travel aspects of them, they are all covered extensive Web coverage including
WikiPedia entries which we recommend for further reading.

5D Chess with Multiverse Time Travel: a mind-bending game where play proceeds on
multiple time-lines and moves are made in four dimensions: the normal x-y of a chess-
board, plus time and time-line.

Life is Strange: The player can rewind recent actions to play them out differently.
Millennia: Altered Destinies: The interplanetary civilisation game plays out through 10,000

years with the player time travelling to nurture four races throughout this period with
multiple time-related mechanics to help foster their development.

Deathloop: Like Ground Hog Day each day resets for most characters, and depending which
character we play as the aim is to either break this loop, or to maintain it.

Although limited in number, time travel games have a distinct appeal with very positive
reviews.

When talking about travelling to the past, the simplest, and least interesting, form of
time-travelling would be equivalent to loading a previously saved game, which can be seen as
a trip to the past in which a player retains only their memories, but their inventories, etc.,
remain as they were at the point where the game was saved. For example, in a poker game,
this would be equivalent to loading the game you just lost with the knowledge you have from
having played it, and using it to change your own strategy and win this second time.

More interesting approaches are those in which a player can travel back in time with
items from the future that can be used in the past, or use the trip to the past to influence
the further progress of the game, while still being only one copy of the avatar. Following the
poker example above, this could mean that one can travel to the past and manipulate the
deck of cards before playing the game, so that the player wins.

In a further level of complexity, we explore also the cases in which the trip to the past
(in any of the cases mentioned above) involve the cloning of the avatar, so that there are at
least two copies of the player’s avatar in the game. Whether or not both can be manipulated,
and if one is terminated after reaching the point where the trip to the past was triggered,
are further design decisions that influence the game play. In the poker scenario, an example
of this level would be one in which the player travels back in time and joins the game with
their clone, being able to manipulate it in some way to enable their clone to win.
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3.5.2 Time-travel as a state transition

One of the reasons why time-travelling content is tricky to execute well is the time-travel para-
dox that could arise when a character travels back in time and leads to logical inconsistencies
in the future [1].

To illustrate the time-travel paradox options, let us assume that we are currently in
Universe A, which contains a diamond DA, and that we can travel back in time and carry it
with us to a previous time. If the time-travel operation is implemented so that we are in
the same universe A, the options are that we either have two copies of this diamond (which
may be a paradox), or that the original diamond DA that was in the universe at that time is
in some way destroyed, changed, or teleported so that only one DA exists. If instead the
time-travel operation transfers our character to a different universe B, which contains its
own diamond DB , then there is no paradox, as the two diamonds can exist in this universe.

Time-travel in a game is an operation that can be implemented as a state transition
which needs an additional state. Namely, this is the state we want to travel to. Let a typical
game operator be represented as Sn+1 = f(Sn, an), where Sn is the state of the game at
time n, and an is the action taken at that time. Then, we can define a low-level time-travel
operator as Sk = f(Sn, k, an), where k is a time in the past (we will discuss time-travelling
to the future below). Here we envisage that k is an absolute time, but an alternative is to
have k as a delta to the current time. The choice of types of time-travel that are allowed
to a player are therefore embedded in the state transitions, and these specify the rules for
the universe of the game. The time travel action an could indicate the inventory the avatar
takes back with them to time k, for example. Therefore, even when visiting a state in the
past (i.e. k < n), the state may be different as it includes the inventory (and perhaps avatar
state) from the future.

Although we are considering time-travel in the most obvious sense of the player’s avatar
travelling through time, there are other possible time-warping mechanisms such as sending
objects or messages through time. All of these have interesting game-play possibilities.

One should also consider which aspects of the game should be fixed and which should
be stochastic. For example, a gamer could go back in time once they know the winning
combination of the lottery and buy the correct ticket. However, this might also be an
unintended consequence of bad design if the seed for certain simulations remains fixed. This
could potentially be offset if there was a cost to using time-travelling as an action. For
example, there could be a limit to how many times an avatar can time-travel (thus being a
limited resource), or perhaps the avatar could be slower or older after each trip in time.

3.5.3 Artificial Intelligence in Time-travel

First we consider the role AI can play in the more mechanical aspects of time travel i.e. the
enabling of the time-travelling state transition operator, when realistic agent actions are
required to reach the required state.

Whereas travelling in time to the past does not necessarily require AI agents, the need
for these is clear when the time-travel is in the forward direction, so we will look at these
two cases (briefly) separately, and then consider other applications of AI.

3.5.3.1 AI when travelling to a previous state

One of the clear cases where AI agents are needed when time-travelling to the past is when
a clone of the player’s avatar is created in the trip, and there are now two versions of the
avatar during gameplay (the original and the one that has travelled to the past, which is
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typically the one that will be controlled by the player). In this case, the actions of the
original avatar need to be recreated (no AI needed), but if the clone is acting in a way that
interferes with actions already taken by the avatar in the first gameplay, logical inferences
about what the player would have done are needed. This highlights the need for AI agents
that can model the player’s behaviour and act in similar ways. This also raises the question
of how intelligent the AI is required to be – for example, should the AI controlled avatar
show surprise on encountering a twin they never knew they had?

Furthermore, if the original avatar persists beyond the point where the trip to the past
started, their new actions need to be inferred.

3.5.3.2 AI when travelling to a future time

The main motivation for implementing AI in a game when time-travelling to the future is
the need for extrapolating a new future from the current state in a way that seems plausible.
Note that even if intermediate steps are not observed, the generated future should still appear
plausible to the person playing the game.

The complexity of this problem depends on the nature of the game – for games with
rich narratives it could be both complex and interesting. For example, if the actions of the
player have long term effects, then ensuring those actions are in line with the human player’s
personality is important in order to present compelling visions of the future. To stay with
the lottery example, winning the lottery should be unlikely for a character that shuns any
form of gambling.

When travelling to a future time, unless we specify all the actions of all agents, or fix all
random seeds, then it’s reasonable to have a distribution over possible future states, which
can be filtered to meet certain criteria before being presented to the player.

3.5.3.3 Other applications of AI in Time Travel Games

Beyond enabling the mechanics of achieving plausible states, there is great potential for AI
in play-testing time travel games. While AI agents can in principle be used to play-test any
game, time-travel games can be especially confusing, making it hard for human designers
and players to spot game-breaking loopholes.

AI for play-testing serves two main roles: one is to find bugs, included crashes, and the
other is to check the quality of the game-play. The latter is harder to do well, and often
relies on having agents of sufficient intelligence to explore the richness of the gameplay and
strategic depth. The extra challenges posed by time-travel for AI are as yet unclear.

Adding time travel actions to a game would most likely increase its complexity, as we
are increasing the action space. However, this is not necessarily so, as time travel could also
break a game, to the point of rendering it trivial from a competitive viewpoint.

3.5.4 Conclusions

Time-travelling in games has the potential to be a fun mechanic that could be added to
many games, but there are many considerations that need to be taken into account when
designing the time-travelling component of the game, particularly where stochasticity is
involved. Multi-player games also require special attention, which we cover in a companion
report.

References
1 Tobar, G. & Costa, F. Reversible dynamics with closed time-like curves and freedom of

choice. Classical And Quantum Gravity. 37, 205011 (2020).



D. Ashlock, S. Maghsudi, D. Perez Liebana, P. Spronck, M. Eberhardinger 49

3.6 Multiplayer Time Travel
Jakob Foerster (University of Oxford, GB), Duygu Cakmak (Creative Assembly – Horsham,
GB), Simon M. Lucas (Queen Mary University of London, GB), Setareh Maghsudi (Uni-
versität Tübingen, DE), Ana Matran-Fernandez (University of Essex – Colchester, GB),
Paris Mavromoustakos Blom (Tilburg University, NL), Diego Perez Liebana (Queen Mary
University of London, GB), Lisa Rombout (Tilburg University, NL), and Pieter Spronck
(Tilburg University, NL)

License Creative Commons BY 4.0 International license
© Jakob Foerster, Duygu Cakmak, Simon M. Lucas, Setareh Maghsudi, Ana Matran-Fernandez,
Paris Mavromoustakos Blom, Diego Perez Liebana, Lisa Rombout, and Pieter Spronck

Being able to travel in time is one of the ancient dreams of humanity and a topic that is
explored broadly in popular culture and science-fiction. However, due to the first law of
thermodynamics (“the entropy always increases”) it is unlikely that time travel in the real
world will ever be possible. In contrast, simulated worlds like computer games do not need
to obey the laws of physics and thus, in principle, can offer the ability to time travel. Indeed,
there are a number of examples of games in which players can use time travel as part of
the gameplay. Crucially though, currently time travel is both limited to specific games and
to the single player case. In this report we put forward a proposal for an API that allows
extending time travel to arbitrary games and to the multi-player case.

3.6.1 Introduction

It is striking that time travel (TT) has captured the imagination of writers and scientists for
centuries and is yet only rarely present in computer games, where it is actually possible. Of
course, there are exceptions to the rule, but by and large existing computer games do not
take advantage of TT. In this proposal we investigate what it would take to “time-travel-fy”
arbitrary games. We will also investigate how we can extend this idea to the multi-player case.
Imagine a world in which a game designer can easily import the “time-travel package” and
use standard functions to deal with the state-keeping, game play logic etc. associated with
time travel. In particular, we focus on two aspects of this logic: First of all, we investigate
the role of randomness and, secondly, we address multi-player time travel.

3.6.2 Of Lottery Tickets and Dice

One of the crucial issues is that TT allows a player to potentially “hack” the game logic as
long as there is any randomness in the game. There are two different potential problems with
opposite impact: The first case is the “lottery ticket”, whereby a player could travel back
in time and guess the correct lottery ticket which they had observed in the future. In this
instance a simple fix is to re-randomise the lottery draw during each instance of time travel.
However, re-randomisation has a separate issue: It allows the player to “keep trying” until
they obtain the outcome that they want and continue the gameplay from there. For example,
when a unit attacks a stronger unit it might still have a finite probability of success and the
player could travel back in time until they “get lucky”. To mitigate this, some circumstances
require freezing the randomness across time, rather than re-running random events on every
path forward through time.

Finally, addressing both issues requires a higher-level “semantic understandig” of outcomes.
A player should not be able to ceteris paribus obtain a better outcome by traveling back in
time and hacking the randomness. In other words, if the player didn’t win the lottery on the
initial travel through time, they should not be able to do so on the second attempt. How to
implement this using game AI is an open problem that we hope to address in future work.
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3.6.3 Multi-Player Time Travel

Time-travel in the single player case closely resembles saving the game state and reloading
past checkpoints later on. In contrast, in the multiplayer case things get a lot more interesting.
When a number of players co-exist in the same environment it is unclear how time travel
of one player should change the current time step of other players. A naive approach is to
simply use the single-player option, whereby all players are “dragged through time” by the
time travel decisions of any player. However, this will likely make for a confusing playing
experience and also break game dynamics since any player might be incentivised to travel in
time when things are not working well for them.

Instead, we suggest a new approach for multi-player TT which relies on branching
timelines: Any player can travel back in time independently while all other players have the
option to continue playing on their current timeline or TT independently. This leaves a
crucial question: What are the characters of other players doing on branches that the player
is not currently playing? We suggest to use “zombie-actors”, i.e. machine learning models
that predict the actions of a player in the alternate reality given their realised actions in the
played reality. This problem is similar to the issues caused by time-delay in multi-player
games, which are solved e.g. with Rollback which is now being improved using machine
learning [1].

To reduce computational overhead and avoid pure “zombie-games”, branches that have
been abandoned by all players get frozen in time until a player rejoins said branch.
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Artificial Intelligence (AI) has been leveraged for assisting individual players [20, 12] and
individual designers or creators [9], but the rise of for-profit content creation platforms [3],
and games as a spectacle [1] opens a new and exciting opportunity for AI support. In this
working group, we explore applications, algorithms, and interfaces for AI for audiences.

The simplest inception of an AI application in this vein would be as mediator between
a content creator (e.g. a YouTuber or a Twitch streamer) and the consumers that may be
enjoying this content in real-time (e.g. during a stream) or asynchronously (e.g. watching a
YouTube video). Focusing on the communication between audience and content, the working
group identified the following non-exhaustive list for possible AI roles:

AI as mediator. For instance, the AI may inform a viewer when the content changes
(e.g. a new game area is entered or the creator changes the discussion topic), or inform a
live-streamer when audience engagement shifts (in tone, volume, or discussion topic).
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Figure 6 Envisioned AI as mediator between an audience and one or many content creators.

AI as entertainer. For instance, the AI can add a (textual) commentary to a playthrough
in real-time. In this role, the AI may act as an unreliable narrator, in which case the
state of the game need not be described reliably in order to increase engagement through
uncertainty and curiosity. Similar patterns are observed in e.g. e-sport competitive
matches, where (human) casters give more “optimistic” predictions for a comeback of the
currently losing team.
AI for hype. For instance, the AI can algorithmically generate audio, visual, or text
assets to promote content scheduled in the future by connecting it with past content
from the same creator or a broader context. Similarly, the AI can promote existing
content to the audience based on more in-depth patterns (e.g. gameplay progression) and
player/viewer models than current recommender systems.
AI as tutor. For instance, when requested by a viewer an AI could explain game mech-
anics and their interactions as relevant to the current context. The issue of personalisation
is pertinent here, as modeling the viewer’s expertise (based on the number of similar
content they have viewed or games they have played, as well as questions they have asked
the AI) could impact the level of explanation and possible examples or anchor points to
scaffold the explanation.
AI as filter of needless data. For instance, an on-demand AI can jump to the highlights
in the video, or an always-on AI can remove uninteresting or toxic chat between audience
members.

The issue of synchronous versus asynchronous engagement can heavily impact the afford-
ances and constraints for both the AI algorithms and the user interfaces. Beyond the obvious
fast-response and low-latency requirements, the issue is pertinent because synchronous view-
ing may foster shorter but more direct interactions between content creator and audience
and between members of the audience (e.g. chat). Synchronous viewing opens additional
opportunities for AI assistance, such as a personalized recap of the stream so far in case a
viewer joins late, or a recap of events while the user was away in case they leave and rejoin.
On the other hand, asynchronous viewing allows for more thoughtful discussions to emerge
in comments; at the same time interaction with the content is more granular and controlled
as viewers can choose which parts of the video to view, rewind, etc.
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(a) Lichess turn-by-turn replays with predicted wins
and suggested moves.

(b) DotA 2 real-time match progression with gold,
experience, deaths, and predicted win chances.

(c) YouTube viewership analytics, including the a
“most replayed” label for popular video sections.

Figure 7 Current examples of visualizations, analytics, and predictions intended for audiences.

Note, that the data format of the content that is made available to the AI should ideally
not be simply the end-product (e.g. a video) but additional meta-data regarding game
actions, context, and potentially even game-specific AI game players. An example of such
rich data is provided in lichess1 where viewers (or players after the game is completed) can
watch replays of chess matches along with AI-based predictions of win versus loss after every
move, as well as suggested moves instead of the one played. Beyond chess, having access
to such granular game data could allow for highlight detection (e.g. at points where the
predictions shift dramatically between players), summarization (e.g. grouping similar moves
together and focusing on highlights), or tutoring (e.g. showing the causal links between
early choices and later outcomes). To maximize the potential of such an approach, however,
the game developers would need to provide not only game state and action events but also
ideally some game-specific AI that could provide nuanced context-specific metrics such as
predicted win probability or chosen next moves. Such meta-data and AI-predicted game
metrics are already made available for certain games that embrace the game as spectacle
philosophy, especially e-sports such as Dota 2 (Valve, 2013).

However, AI for audiences need not rely on the assumption of a one-to-many interaction,
or the implicit assumption that the audience consists of passive consumers with no agency over
the content or how they interact with it. AI for audiences can be used to promote and support
augmented communities, where some or all of the audience members can take more proactive
roles (indicatively, live commentators with AI visualization assistance or cinematographers
by creating custom camera positions in live or replay game data). Audience interactions

1 https://lichess.org/

https://lichess.org/
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with the AI itself can also lead to improved computational models, including player models
[26, 19] that can provide personalized tutoring (based on detected expertise level) but also for
matchmaking between audience members (especially those with proactive roles). Similarly,
the AI can operate on a many-to-many assumption and find similar content with similar
game-states from other streamers to propose to viewers, but also for matchmaking between
content creators. The simplest form of AI for content creators could suggest scheduling
clashes with popular content creators in the same genre (or followed by the same audience)
or niche topics that have not been explored by other content creators. A more proactive AI
could also act as a matchmaker between content creators, suggesting ideas on how and on
what topic this collaboration could be built on. Algorithms and interfaces for this type of
AI assistance can have broader ramifications, as similar many-to-many relationships can be
found in crowdfunding platforms (e.g. Kickstarter), virtual crowd working platforms (e.g.
Fiverr or creative.ai), and service providers more broadly (e.g. Uber, Wolt).

Several existing algorithmic advancements can be leveraged towards the goals laid out
above, including recommender systems [19, 12], text summarisation [13, 21], personalisation
[10] and personas [6], highlight detection [12], video indexing and matching [22], viewership
analytics [7], coordination and scheduling [2], monetisation and churn prediction [8], expressive
range analysis [16] and quality-diversity search [4], AI directors [11, 17], and more. However,
novel AI research will be warranted in this vein tailored to the format (video, speech, and
game meta-data) and user requirements of such applications. Example directions for AI
research include question-answering systems (including natural language processing), text
summarisation of real-time expanding datasets (of comments or gameplay), context-aware
detection of video segments (e.g. based on text mentions in the comments), or causal models
[14] based on audio, visual, video, gameplay, and comment/chat data.
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Figure 8 Horizon of past user activities and horizon of predicted future trends, used for choosing
actions to take on the part of the assistive AI.

3.8 Personalized Long-Term Game Adaptation Assistant AI
Antonios Liapis (University of Malta – Msida, MT), Guillaume Chanel (University of Geneva,
CH), Alena Denisova (University of York, GB), Casper Harteveld (Northeastern University –
Boston, US), Mike Preuß (Leiden University, NL), and Vanessa Volz (modl.ai – Copenhagen,
DK)

License Creative Commons BY 4.0 International license
© Antonios Liapis, Guillaume Chanel, Alena Denisova, Casper Harteveld, Mike Preuß, and Vanessa
Volz

Artificial Intelligence (AI) in games has already been extensively used for the purposes of
modeling players [26, 19]. This working group viewed issues of player modeling through the
lens of personalized assistance, focusing on the horizon(s) that such models could use to
learn from the past and to predict the future. While the scope and purpose of player
models can vary [19], this working group focused on models of an individual person/player
which can be generative in scope, i.e. generating “data where a human player could otherwise
be consulted” [19].

What constitutes long-term personalization?

As a central issue of the topic tackled by the working group was the “long-term” aspect, it
is important to define the scope of such temporal and contextual information. As depicted
in Figure 8, the main questions on this aspect revolve around (a) the horizon of past user
actions (and their context) that the model will learn from, and (b) the horizon of future
expectations that the AI can predict and assist towards.

The working group identified that a personalized computational model could learn patterns
from a very long-term history of player behavior at low granularity (with metrics such as
game purchase behavior and/or playtime), a mid-term history within one game (spanning e.g.
multiple days or weeks), or short-term history spanning a few actions or game-states within
the current game context. In terms of what predictions the model could make, the working
group similarly identified short-term predictions regarding actions within the current game
session (e.g. whether the player would fail in an upcoming challenge), mid-term predictions
regarding behaviors within the same game (e.g. which parts of future game content the
player would enjoy and how), or longer-term predictions (e.g. when the player would quit
this game, or which games they would pick up after it).
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We note here that an assistant AI does not necessarily require prediction of future states
in order to provide assistance, as it can operate without output [27] by detecting patterns
between this player and a broader player corpus through unsupervised learning (as would
be the case for recommender systems, for instance). However, the context of the assistance
similarly fits the same time-scales as player predictions, from short-term assistance regarding
e.g. a current problem the player is facing in this phase/location of the game versus long-term
assistance in terms of e.g. similar games they can play once they finish this game.

At this level of granularity, there is an abundance of examples to draw from in commercial
and research applications modeling past and future horizons. Indicatively, player profiles on
Steam take into account game purchases in order to provide similar games to recommend in
the player’s discovery queue [12] (long-term past for long-term future). On the other end of
the spectrum, AI replicants [16] that follow the low-level decision-making of a single player in
a singular context (e.g. level layout and opponent) can be used to simulate the next in-game
actions (short-term past for short-term future). On a more realistic mid-term assistance,
the Drivatar models [20] learn how to drive as a player would and can generate complete
playthroughs through sequences of short-term decisions in the style of the player, even in
unseen tracks (mid-term past for short-term future). While not explicitly aimed to assist
players, similar work on churn prediction [8] focuses on learning patterns from a player’s
long- or mid-term gameplaying and purchase history in order to predict when players may
quit playing the game (long-/mid-term past for mid-term future); these predictions are often
used to provide players with interesting content or power-ups in the short-term in order to
delay players from dropping out.

How can the AI assist a player?

While to a large extent the algorithms for player modeling are already mature, a more
pertinent issue relates to the type of assistance that such models can offer to players.
Through extensive brainstorming, the working group identified the following non-exhaustive
list of assistant AI actions:

Game Selection: The assistant AI can suggest new games for the player to explore.
In this level of granularity, the AI does not adapt any game content and relies on
human-authored games that are better suited for this player.
Modification of an initial game state: The assistant AI provides the player with
new content within the same game, modifying the initial state via e.g. a new game
level to explore [25], making a new mechanic available [1, 3], or new opponent abilities
[13, 18]. The distinction here is that the assistant AI adapts the possibility space offered
to the player without hand-holding the player on how they should take advantage of
these possibilities. This assistance is also highly relevant in terms of generating end-game
content through e.g. recombining existing hand-authored content in novel ways that
match player preferences, performance, or expectations.
Mechanics adaptation: The assistant AI interferes in a more granular manner on the
moment-to-moment playthrough by adjusting the game mechanics themselves. This could
for example take the form of aim assistance by increasing the leniency on what constitutes
a hit in a shooter game (e.g. [23]). This same adaptation, due to its subtle nature,
could also be used for increasing accessibility in games that would normally require fast
reflexes [21].
Adapting the player’s behavior towards a normative gameplay goal: Rather
than changing the game according to the player’s preferences, this assistant AI shoehorns
the player into playing the game as-is according to the designers’ (rather than the players’)
intentions. This assistive AI can take two complementary roles, guiding players during
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their playthrough towards intended outcomes by scaffolding and mediating their learning
and by nudging them towards desirable behaviors. Scaffolding can be done through
generated tutorials on overlooked game mechanics [7] or on-demand hints regarding
actions – or in-game knowledge – needed to overcome a current challenge (e.g. a puzzle).
Nudging and priming on the other hand can be achieved by making certain decisions
seem more appealing, and has been used extensively in both advertising [24] and teaching
[4]. In order to guide a player towards a specific level traversal path, for example, a
specific path may be adapted to have less clutter in order to guide players through it
[22], sound emitters could be used to guide players towards their source [14], or user
interface elements (e.g. quest markers) could be adapted to be more or less prominent.
This type of assistance is perhaps the least explored academically in the context of games
while also the most promising and realistic from the perspective of the game industry.
This is relevant to the game industry as game developers can thus streamline a singular
play experience, while taking advantage of existing – carefully crafted – assets without
requiring unpredictable generation or adaptation.
Providing Reflection and Explainability: The assistant AI provides feedback to the
player regarding their performance or playstyle, allowing players themselves to reflect on
how to improve the former or diversify the latter. While post-game summaries abound in
games, the AI aspect can be leveraged to provide personalized feedback (e.g. focusing
on presenting metrics that are important to this player, based on their personal model)
or for highlighting aspects or portions of the playthrough where alternative decisions or
actions could have led to better results – as a form of post-game scaffolding. Moreover,
post-game visualizations can also serve to explain certain AI decisions or prompts during
the game covered in other AI actions above. For example, in a racing game the player’s
trajectory on the track is shown in a post-game summary, juxtaposed with an AI driver’s
trajectory and highlighting the points where the AI detected (and verbalized) a hint
towards course correction. Therefore this AI action can be a standalone component or an
accompanying explanation for other AI actions.

The issue of assistance was central in this particular envisioned application of AI, specific-
ally regarding how (in)visible the assistant would be (e.g. performing difficulty adjustment
or aim assistance behind the scenes versus coaching players to better handle the game’s
challenges). Relatedly, whether the assistance would be on-demand by the player or always
in effect would impact the type of assistance the AI can provide as well as issues of players’
perception of the AI and explainability requirements. Based on the type of assistance and how
it is presented to the player, such AI could take the role of salesperson, tutor, gamemaster,
commentator, tour guide, and even as general on-demand virtual assistant similar to Siri or
Google Assistant but within the game.

What can the AI assist towards?

As a final dimension regarding the goals of the assistant, the player model could be trained
to focus on a variety of metrics or key performance indicators (KPIs) of the player. The
following non-exhaustive list covers some KPIs of interest:

Emotional state: a player’s emotional state in the game. AI assistance that keeps track
of and aims to improve such a KPI could tailor content towards the intended emotional
state (e.g. fear [6] or stress [15] in horror games) or in order to course-correct in case
experienced emotions are overwhelming (e.g. in games for rehabilitation [9]).
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Performance: the difficulty or challenge a player faces in the game and how they
overcome it (e.g. number of retries or game score). AI assistance can be used to tailor
the experience to the player’s skills. This is the most traditional application through
dynamic difficulty adjustment [10], but can be enhanced beyond invisible rubber-banding
through e.g. on-demand coaching and personalized assistance.
Coverage: how much of the game a player has explored (or tends to explore). Coverage
can refer to spatial coverage (e.g. heatmap of the level), action coverage (e.g. whether
the player makes use of all mechanics and dynamics [11] available to them), narrative
coverage (e.g. which non-player-character relationships the player has focused on and
how), or temporal coverage (e.g. build orders in strategy games).
Learning: how much the player has mastered the game’s mechanics (or concepts) and
improved their repertoire. This KPI could be especially meaningful for assistance on
mechanics that the player has overlooked (e.g. via hints and tutorials) or has trouble
with (e.g. via aim assist that progressively becomes less pronounced). The aspects of the
game that the player has mastered can also inform recommendations for future games
that specifically offer additional challenges (or content) in these specific aspects.
Intentions: why and how a player likes to engage with the game. This is particularly
meaningful for detecting cases where certain play behaviors are not due to poor perform-
ance but due to conscious decisions to play subversively or towards the player’s own goals.
A broader example of this would be speedrun challenges [17], where assistance should be
tailored not to guide players towards maximizing spatial coverage but towards shortcuts
or skill-based shorter traversal paths.
Social experience: how a player interacts with other players in the game. This KPI
is mostly relevant to multi-player games with a social component, such as massively
multiplayer online games rather than competitive brawlers or racing games. The AI
model could capture cases of toxic behavior or interactions within and outside the game,
and its “assistance” could include warnings in cases of toxic behavior [2] either to the
perpetrator or to new players interacting with them.
Monetization: how a player spends their real-world money in the game, and towards
which content. This KPI is less relevant for the research purposes of this working group,
but could be relevant for industrial use cases. Moreover, extensive AI research on churn
prediction and analytics [5, 8] has been motivated by monetization and thus can not be
overlooked. Ethical assistance in terms of this KPI could focus on the explainability and
reflection aspect, highlighting to the player which purchase behaviors they tend to make
and coaching them towards diversifying or reducing their in-game purchases.

Envisioned use-cases of assistant AI

After these high-level implications of personalized AI assistance were laid out, the working
group focused on two practical examples, both including nudging player behaviors to better
experience a game as-is (without new content being generated for it). The first example was
focused on narrative-based games with explicit role-playing decision points. Speculative work
under this more narrow use-case explored different ways of nudging the player’s decisions in
terms of their invasiveness (i.e. how much the AI takes over the decision-making) and the
subconscious nature of the nudging (i.e. whether the player might understand that they are
being manipulated). The second example was focused on assisting players to brake within
a racing game, which relies on kinesthetic player behavior and the AI aims to reduce the
challenge of an existing game. Speculative work to address this issue identified audiovisual
feedback in real-time as the most intuitive way of AI assistance, exploring how audio or visual
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feedback could be more or less invasive (e.g. a popup foreshadowing the type of upcoming
turn, versus a ghost trail of the ideal trajectory for taking the turn). The two practical
examples allowed for some more in-depth discussion on the specific challenges that would
need to be addressed when developing personalized AI assistants.
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3.9.1 Introduction and Motivation

The aim of game tutorials is to teach a player how to play a game. The design and
implementation of tutorials is no easy task, as they will be used by different types of players,
with different experiences and prior knowledge of games. It’s also hard to make them
adaptive and interactive, especially in a way that identifies the actual capabilities and needs
of the player as the learning progresses. In recent years, video-game tutorials have been
object of study by game AI researchers who approach this problem from multiple angles.
Recently, L. Poretski et al. [7] analyzed tutorials from 40 contemporary video games to
identify common patterns and strategies used to generate these elements. Previously, E.
Andersen et al. [1] studied the effect of tutorials on player engagement and game retention.
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Later on, B. Aytemiz [2] investigated the design of tutorials that considered the skill of the
player. Here, the authors implemented a Unity plug-in that provided information to the
player only when this is needed. The automatic generation of tutorials has also been recently
explored by M. Green and colleagues [5, 4] in AtDELFI, a system that procedurally generates
instructions to teach players how to play 2D arcade games within the GVGAI framework [6].

While some research has been put into video-game tutorials, to our knowledge, no work
has been carried out for table-top board game tutorials. Table top games (TTG) are normally
played on a physical surface and involve the use and manipulation of certain elements, such
as tokens, cards, dice or counters. TTG can feature relatively complex rules which may
be hard to explain and understand, once the relationships and connections between the
different game components and how are they used become intricate. Novice TTG players
may experience a steep learning curve when facing some complex board games for the first
time. Even some expert players may spend a big proportion of their playing session learning
the game rules – even if some of the game mechanics are not new to them. Not surprisingly,
many TTG players prefer to learn game rules via video tutorials or live explanations given by
a colleague, rather than reading long rule-books. An interesting difference with video games
is that TTG can’t prevent a player programmatically to take invalid actions, sum victory
points incorrectly or move your tokens not respecting the rules. Video games can enforce
this by design and implementation (an avatar is a subjects to the game’s physics model), so
the tutorials teach the player to play the game well. TTG tutorials, however, must ensure
that a player understands and applies rules in a context different to that of a digital tutorial.
Current TTG frameworks, such as TAG [3], blur the line between TTG and their digital
twins, but the game’s user interface needs to be implemented with this aspect in mind.

Therefore, we propose research on tutorial generation for TTG as an area worth exploring:
it would not only help players learn how to play games more effectively, but it will also provide
interesting insights in decision making, game interfaces and game analysis. During this
workgroup, we discussed the different challenges and opportunities offered by the generation
of AI tutors. This chapter summarizes the discussions and considerations that arose from
this group during the seminar.

3.9.2 Learning to Play

Once we ask ourselves the question “how can an AI teach a human to play a Tabletop Board
Game?”, it’s important to understand the different dimensions of the problem. One of them
is the actual player: what does it mean for a player to know how to play a game? Is it
enough that the player understands the rules so they can play the game? Should they be
able to explain it to others, or is it sufficient that they make no mistakes when playing?
Do players need to know just the valid actions and dynamics of the game, or do they need
to have certain skill level to be able to devise good strategies and avoid flawed moves? Do
we take into consideration that the player may know other similar games, or their general
experience level with TTG?

Additionally, from the point of view of the AI, we may also ask what does the AI need
to teach, how is this information conveyed, and when does the AI intervene (if at all) to
explain a rule or to correct the player. What sort of capabilities does the AI tutor need to
have, and does it build a model of the human to drive the teaching process? Can it analyze
the player’s gameplay traces to identify crucial decisions and does it take into account any
external knowledge – for instance, the game rule-book, or other games that are known to
the player? The following categorization analyzes the identified dimensions of this problem,
which often overlap each other:
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Introducing the Rules: the main objective of a tutorial system is to explain the rules of
the game. An important point regarding teaching these rules is when are they introduced.
One option for the rules to be provided is to enumerate them all at front. This is the
simplest scenario, which may suggest shouldn’t probably deserve much consideration.
However, some TTG are simple; if the number and/or the complexity of the rules is small,
this approach may actually be the most appropriate. Another option is to provide, at the
start, only information about the necessary rules, to then progressively explain new rules
when they are needed. A final option would entail not providing any rules beforehand,
letting the player blindly play the game. An explanation could then appear when a rule
is broken, and subtle notifications could reinforce the player when a new rule has been
successfully applied. This would have the added benefit of correcting the player mistakes
and reinforcing their successes.
Contextualizing the Rules: rules can be provided with different types of context. The
simplest option would be, naturally, providing no context. For instance, in Terraforming
Mars (TM; FryxGames, 2016), some cards can only be played if certain pre-requisites have
been fulfilled. A rule that explains how this works with no context would just indicate
the part in the card to look at when these pre-requisites exist. However, rules can also
be explained with a thematic context: the card “Anti-gravity Technology”, in TM, can
only be played if the player has previously played 7 cards with a Science tag. Context
can be given in the form of the theme of the game (many scientific projects are needed
before Anti-gravity Technology can be discovered) and even hinting a strategic context
(the game can be played with a Science strategy in mind to allow playing powerful cards
later on). Finally, a useful context to certain rules is providing distribution information.
In this same example, it is useful to indicate that only one card in the deck has such
a restrictive requirement, but a given percentage of cards have requirements of having
played different Science tags earlier. While the former examples concentrate in the rules
per se, the latter are more useful to convey stronger play tactics.
As hinted earlier, different approaches may be used for different players, or even at
different times in the learning process. In complex games, the role of the AI tutor may
help determine which rules should be explained when, or which sort of feedback or context
should be given to the player. This is something that could be learned from data, for
instance from previous tutoring sessions or from similar games.
Rules as Rule-sets: some TTG, such as Gloomhaven (Cephalofair Games, 2017) or
Mage Knight (WizKids, 2011), have a large collection of rules. Teaching or learning all
these rules at once is challenging, thus in some cases learning is conveyed through different
rule-sets. Initially, a version of the game (often simplified) is played using a simple subset
of rules, easier to learn. More rules are added to the rule-set for consecutive game sessions,
increasing the complexity of the game but providing a smoother learning curve than using
the complete rule-set at first2. Note that this is different to progressively introducing
rules (mentioned in a previous point), as this allows a complete game being played. An
interesting line of research could be to investigate if an AI tutor can automatically find
and compose the rule-sets and scenarios required for this incremental teaching approach.
Level of Play: an AI tutor may be configured to teach the game at different proficiency
levels. The simplest one is to only explain the rules: what’s possible and what’s not,

2 Gloomhaven: Jaws of the Lion (Cephalofair Games, 2020) used this system to progressively explain the
rule-set through 5 consecutive game scenarios.
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how is the game played and how the winner is decided. An intermediate approach would
require the AI to provide advice and reasoning behind certain decisions at specific points
during the game; for instance, that is important to play a certain card because it gives
the player further maneuvering in subsequent turns. Finally, an approach that would
require a higher skill is to teach the player good strategies, which inform the play-through
from start to the end. In this case, the ability of an AI tutor to teach at one or another
level can be closely related to its own ability to play the game as an AI player, thus the
research into this area could benefit from previous works on AI for game playing.
Scenarios: Teaching can be achieved through complete playthroughs, from game setup
to game end, or via different scenarios. In game AI terms, the AI tutor could choose
interesting mid-point game states for the player to play in. This is similar to puzzles
in Chess, where the player needs to identify the correct move to get to a chess mate
or escape from one. An AI capable of automatically generating interesting scenarios
would be able to produce valuable teachable moments, where expected actions or common
mistakes can be identified and corrected.
AI Interactions: When the AI tutor monitors the actions and progress of the learner
who is playing the game, a consideration needs to be made about how does the tutor
interact with the player when they infringe the rules or take a particularly good or
bad action. For the former, it is sensible to think that the AI tutor should intervene
immediately to stop a rule for being broken, probably providing extra information about
the rule itself and how it was violated. For the latter, however, different approaches
could be considered. We could, again, interrupt the game when a mistake is made, or
to provide reinforcement for a good move being executed. This could, however, turn
the playing session tedious if multiple mistakes are made, so an alternative would be to
provide a retrospective summary of good and bad decisions. The AI tutor would recap
the “highlights” where the player made a particularly interesting choice (either good
or bad) and provide extra information on the quality of the action. Nevertheless, it is
important to not lose sight of the player’s psychology at this point – a recapitulation of
every time a novice player makes a mistake may not be received kindly by some learners.
Learning a Human-model: Following up from the previous point, it is interesting to
discuss if the AI tutor should build a model of the human learner. An important aspect
to consider could be the prior knowledge of the player about similar and dissimilar games.
This could be useful to draw similarities to dynamics found in other games3. Additionally,
the AI tutor may also require to model the learning process of the player, for instance to
identify which rules have already been learned (therefore no more emphasis should be
put on them) and which ones have not. An interesting consequence of this is to estimate
the learning progress of the player through the session, to change strategy in case the
learning is too slow (provide simpler or fewer rules at a time) or too fast (increase the
cognitive load required so the full game can be learned earlier).
AI Priors: The previous point identifies prior knowledge from the point of view of the
player, but the AI system may also have a source of prior knowledge to use. This can
come with regards to the game being explained, either as an expert system that provides
a series of rules, information taken from the manual, or outsourced from online resources
such as forums or Fandom Wikis. If the AI tutor has been used previously to teach

3 For instance, saying that “the phases in Terraforming Mars: Expedition Ares (FryxGames, 2021) are
chosen using a similar mechanic to the ones in Roll for the Galaxy (Rio Grande Games, 2014)” can be a
useful teaching tactic.
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the same game, information about previous teaching sessions can be used as data to
signal common mistakes or interesting teaching moments identified in earlier attempts.
Finally, one could also attempt to extract useful data from other similar games that
share common characteristics: for example, the use of workers in EuroGames, which is
a similar feature in games like Everdell (Starling Games, 2018), Village (Eggertspiele,
2011), Istanbul (Pegasus Spiele, 2014), and many others.
Game-play Traces: An interesting possibility that can aid teaching is extracting
information from old games, for instance through the analysis of game-play traces. These
can be taken from proficient players, AI agents or the actual human learner. This
analysis can be done both in the short-term (actions taken in particular game states
with an immediate effect) or in the long-term (actions taken in a game state that have
a noticeable effect several turns later). Especially interesting decisions would provide
valuable teaching moments for the learner, such as identifying particularly strong moves or
missed opportunities where a better action could have been taken. By means of self-play,
these missed opportunities can be more illustrative by simulating alternative future states
that could have been reached if the better action had been chosen.

In summary, we observe a great possibility for Game AI research in this domain. Stemming
from the previous enumeration, we can identify several areas of research that can benefit from
work in this area, such as question-answering, generation of interesting situations for teaching
and training (game states), identification of teachable moments (game states and actions),
detection of weak and strong moves, and the design of interfaces for the communication
between the two parts. All this should be investigated in conjunction with building models
of the human learner, while adapting the teaching mechanisms to the prior knowledge,
progress rate and habits of the player. Research in this area would also shed some light in
the capabilities of the current state-of-the-art AI methods, especially in what refers to the
Human-AI interaction, and whether it is necessary to design different AI tutor systems for
distinct types of games and players.
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Most popular game controllers are relatively straightforward – a collection of buttons, perhaps
some touchpads and scroll wheels, a joystick. These inputs give clear, unambiguous signals to
the system, and are generally designed to be as unobtrusive as possible. The user should be
able to interact so naturally with the controller that they are almost able to forget it exists.

However, controllers can also be an integral part of the gameplay experience, facilitating
play that is a combination of physical and digital. Popular examples include the guitar from
Guitar Hero and the dance pad from Dance Dance Revolution. Currently widely available
hardware platforms, such as Arduino, have made it very easy and accessible to extend a
digital game with real-world sensors and actuators of various kinds. As basically anything
conductive can be made into a sensor (including bowls of custard, bananas, and people),
it follows that anything conductive can be made into a controller. The challenge, then, is
to make sense of the data coming in to the system, and make sure the interaction can run
smoothly.

We explored the idea of using an Arduino device to a) monitor a player’s heart rate in real
time and b) translate the heart rate measurement into the rhythm (beats per minute) of a
custom-made music tune. This concept could be employed in an adaptive stress management
game, where the player is rewarded for maintaining their heart rate at a rest-state level.

3.11 Quality Diversity for Procedural Content Generation
Jacob Schrum (Southwestern University – Georgetown, US), Alex J. Champandard (creative.ai
– Wien, AT), Guillaume Chanel (University of Geneva, CH), Amy K. Hoover (New Jersey
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Quality diversity algorithms [8, 1, 5, 6] are well-suited for generating game content [4], because
most often there is no single optimal piece of content: level, texture, character design, etc.
Rather, games need a variety of content, but all of that content needs to be of a reasonably
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high quality, hence the usefulness of QD algorithms. One of the more popular QD algorithms
is the Multi-dimensional Archive of Phenotypic Elites (MAP Elites [6]), which collects an
organized archive of diverse but high-quality solutions. Many variants of MAP-Elites exist
[3, 7], but all rely on some sort of archive with a user-specified structure.

Unfortunately, there are unresolved questions that make variants of MAP Elites difficult
to use, even for skilled practitioners. For any given domain, expert knowledge is required to
define potentially beneficial behavior characteristic dimensions, which determine the number
of dimensions in the archive. It is unclear how many dimensions should be used, and how
many intervals should exist along each dimension. Several experiments were proposed to
help guide practitioners in dealing with these issues, particularly for games.

3.11.1 Proposed Experiments

Here are a list of specific and detailed experiments considered as part of the seminar.

3.11.1.1 Restrict Archive Based on Real Game Data

It is assumed that good games already feature a good variety of content. Although interesting
content could be discovered by searching outside the bounds of the existing content, there
is also a risk of wasting considerable computational resources discovering a wide variety of
uninteresting content. Not only is it computationally expensive to search a larger space,
but the cost in human effort to analyze an unnecessarily large archive can be prohibitive.
Therefore, we propose a way of restricting an archive to focus on areas likely to be relevant
to designers, by using existing game content as a basis. This experiment can readily extend
previous work applying MAP Elites to evolve levels for Super Mario Bros. and The Legend
of Zelda [9], but can be applied to any game or content.

First, behavior characteristics and archive structures taken from previous literature can
be used to store original levels from these games. If at least a majority of the levels occupy
distinct bins in the archive, it means that the archive is able to capture the diversity of
content in the original game. Intervals along different dimensions of the archive could be
adjusted to accommodate more of the original game content if levels that share a bin are
deemed to be sufficiently different.

Second, the archive storing the original game content is contracted, so that bins outside
the boundaries of what is present in the original game are excluded. Specifically, for each
archive dimension, the minimum and maximum values are calculated, and the empty bins
outside this range are deemed unreachable.

Third, this restricted archive is used to evolve new content with MAP-Elites or one of its
variants. Whenever a level is generated that would fall into one of the unreachable bins, it
can simply be discarded, or penalized in some way. This restricts the range of what evolution
can produce, but it also means that there are no levels in the unreachable bins that can be
chosen as a parent for a new level. Therefore, the search will be more focused on what are
presumed to be the most relevant areas of the archive.

Finally, results with such restricted archives would need to be compared with results
from unrestricted archives. Although an unrestricted archive will likely contain many more
occupied bins, we can ask several pertinent questions: 1) which approach does a better job
of filling the restricted/contracted portion of the archive with quality solutions? 2) which
approach fills this restricted/contracted area faster? 3) How diverse and interesting are
levels from outside of the restricted/contracted area? This last question is perhaps the most
difficult to answer due to a lack of widely accepted definitions for diverse and interesting,
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though a human subject study could help in this assessment. The first two questions can be
directly answered using objective measures such as the difference in QD score and archive
occupancy over time.

The results of such experiments would be informative, regardless of how they turn out.
If restricting the archive allows a pertinent area to be filled better or more quickly, then it
means that researchers and practitioners can stop wasting effort on large archives. However,
if searching a larger archive actually makes it easier to fill a restricted portion of the archive,
it would imply that the extra bins are providing useful stepping stones for searching the
evolutionary space. It is possible that these outcomes will be dependent on the domain and
archive structure being used, but this outcome would also be informative.

3.11.1.2 Evolving Levels With a Wide Range of Archive Dimensions

There are many properties of content that can be objectively measured, and in principle,
any such property can be used as a dimension in a behavior characterization. For a content
designer, it is unclear what properties to incorporate into a behavior characterization, and
how many, but a designer will presumably have access to many candidate properties worth
considering.

This experiment proposes a way of assessing how useful different numbers of dimensions
in a behavior characterization are. We can start with a game like Super Mario Bros. for
which past work [11] has provided a wide range of level properties that can be measured,
and which seem to impact the user experience of a level in meaningful ways.

Given some large set of level properties, a way of using each property in a behavior
characterization and within an archive is needed. Given this starting point, all combinations
of the different properties within a behavior characterization can be considered. Separate
experiments can be conducted with each behavior characterization.

The challenge is in comparing these results in order to produce recommendations for
designers on which types of properties and how many to include in a behavior characterization.
For any given archive of evolved MAP Elites solutions, one can take those archive’s members
and transfer them to another archive. If the dimensions used in the target archive are a strict
subset of those from the source archive, one would expect that some number of solutions are
lost as bins along now missing dimensions are collapsed into one bin within the target archive.
The degree of this loss can be measured, and the discarded solutions can be analyzed to see
if anything of value was actually lost from using a simpler archive.

Also, results evolved with smaller archives can be compared against those transferred
to the same archive structure from a larger archive to see if focusing on fewer behavior
dimensions leads to higher quality, at least within that particular range.

A more daunting task is comparing archives whose defining behavior characteristics are
made up of disjoint sets of properties. One can still transfer solutions between the different
archive structures to track how many solutions are lost in the transfer, but it is less clear
what to make of such results. If one archive can contain all of the solutions of another, then it
implies that some aspect of the source archive might be superfluous, but it is easily possible
for significant loss to occur when transferring in both directions, so further analysis will be
needed to see what this information can actually teach prospective users of MAP Elites for
games.

3.11.1.3 Diversity of Content and of Playing Styles

The behavior characteristics used to evolve diverse game content using QD methods often
include measures of playing style, estimated by simulated AI players. For example, we can
evolve levels that require a lot of jumping to clear, and little to no jumping to clear (and
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everything in between). The result of such evolution is a set of diverse content that supports
diverse playing styles – diverse according to whatever measures of play style were chosen for
the behavior characterizations.

This approach assumes a 1-to-1 mapping between specific pieces of content and the playing
styles they support (at least in the sense of reducing any variation to a single numerical
estimate per behavior characterization). Therefore, we evolve a range of content to support
a range of different playing styles. However, a range of playing styles can often be supported
by a single piece of content, such as a level that is replayable in several very different ways.
This leads to a second place we can apply QD methods: to investigate diversity of playing
styles supported by fixed pieces of content, and what implications that has for PCG.

To run concrete experiments on diverse playing styles, it is most straightforward to choose
a specific parameterized representation for the simulated player. For example, one of the
demos of the pyribs implementation of CMA-ME [2] evolves agents for Lunar Lander that
complete the level with a range of x positions and y velocities.4 That demo uses a linear
policy representation. Linear policies are a good place to start, although evolving weights of
a fixed neural network is another option.

The result of running QD on Lunar Lander shows that the game supports a wide range of
playing styles (types of landing), which in this case is probably key to the game’s popularity.
Should this be an explicit target for PCG? In addition to evolving diverse content, should
individual pieces of content be generated with a goal that each one also supports diverse
playing styles? That is less clear; it may in fact be better in some cases to retain a clearer
mapping between individual pieces of content and desired playthroughs. For example, in an
educational game it may explicitly not be desirable, if the goal of a level is to force the use
of a specific concept being introduced [10].

The open question here is: What is the relationship between diverse game content and
diversity of play styles supported by a single piece of game content?

3.11.1.4 Conclusion

Although MAP Elites and its variants are powerful tools for creating diverse collections of
quality content for games, more research is needed to understand how to apply these tools
and how to evaluate the artifacts they produce. In particular, the relation of produced to
existing game content is important here. This working group produced several intriguing
ideas for future research along these lines.
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Games are often used in AI research as benchmarks for new technologies and developments.
For instance, a breakthrough application of deep convolutional neural networks and Monte
Carlo tree search was in the game of Go, where the program AlphaGo was able to defeat
the human world champion by using the aforementioned techniques [3]. Competitions
between different AI approaches to play particular games are common, not only for classic
deterministic two-player board games such as Chess, but also for modern board games and
video games.

Commonly, the games used are competitive games. One reason why this is the case, is
that for competitive games it is relatively easy to determine which AI is “the best,” namely
the one that wins the most or scores the highest. However, competition only covers part of
what AI needs to do. In the modern world, where AI get increasingly integrated in people’s
lives, the ability of AI to cooperate effectively (with humans or with other AIs) is of great
interest to researchers.

If the environment in which cooperation is required is fully observable, the solution to
problems of cooperation is, in general, to let the smartest AI propose the most effective
approach, and let every participant follow that approach. However, in practice cooperation
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problems are often only partially observable, either because the participants have only partial
information of the environment or because participants have individual goals.

To research AI which is able to cooperate, we therefore need partially observable, fully
cooperative benchmarks. Games can be such benchmarks.

3.12.1 Examples of coordination games

A typical example of a coordination game is Hanabi, a game in which players cooperatively
need to achieve a goal by playing cards, whereby they have knowledge of the cards of the
other players but not of their own cards, while their ability to communicate is limited to
very specific statements that they can make [1]. If AIs learn to play Hanabi with only other
AIs in the mix, they will discover strong strategies to play the game, reaching a very high
cooperative score. However, such strategies are not used by humans, so different approaches
must be used to create AIs which are able to cooperate with human players.

Hanabi is a partially observable, turn-based game for 3 to 5 players, who all have a
different observation space. In the previous iteration of this series of Dagstuhl Seminars, the
“Guess 100” game was developed, which is a fully observable, simultaneous-move game for 2
players. In the Guess 100 game, the two players simultaneously choose a number between 1
and 100; the two numbers are then revealed to the two players, after which they choose a
new number. There is no other communication between the players. They continue doing
this until they chose the same number, with the ultimate goal to keep the number of turns
needed as low as possible.

Another example of a well-known, popular coordination game is Codenames, where a
turn for one team with a team leader can be considered a coordination task which is partially
observable for the team and fully observable for the team leader, whereby the team leader
attempts to give a one-word hint which directs the team to select from a grid of cards those
cards which belong to the team (without the team being able to see which cards are theirs).

During the pandemic, a digital version of the board game Wavelength became highly
popular. In this game one player, the Psychic, gets two words which are extremes on a range,
such as “hot” and “cold.” The Psychic also gets a “bullseye”, a spot on the line between the
extremes. The Psychic needs to give a clue (with certain limitations to what the clue can be)
which indicates where the bullseye is. The players then indicate a spot on the line between
the two extremes, and the closer they are to the bullseye, the more points they score. Like
Codenames, this is a partially observable, turn-based game.

3.12.2 Axes of coordination

The goal of the workgroup was to determine different coordination games, preferably games
that are simple to implement, play, and understand, which cover different coordination
problems. We therefore started by determining the different “axes of coordination.” We
arrived at the following list:

Fully observable vs. partially observable
Simultaneous moves vs. sequential moves
Labeled vs. unlabeled states and actions
Type of labels (e.g., ordered, unordered, semantic)
Turn-based vs. real-time
Iterated vs. single-shot
Shared vs. different observation spaces
2-player vs. 3+ players
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3.12.3 Variations of the Guess 100 game

As the Guess 100 game is close to the simplest implementation of a fully-observable,
simultaneous-move, 2-player game with ordered labels for actions, it makes sense to use it as
a template for game variations which touch different axes of coordination.

To turn Guess 100 into a partially observable game (leaving the other axes of coordination
unchanged), the two players do not aim to find the same number, but to land on a particular
target number that is different for each of them, whereby the target number for each player
is known to the other player, while unknown to themselves. The players are not allowed to
select the target number of the other player. The game ends when they simultaneously land
on their assigned target number.

To turn Guess 100 into a game without ordering, the players would not select numbers
but icons, and the icons are ordered differently for the two players, so that even the location
on the grid cannot be considered an ordering.

To turn Guess 100 into a game without labels or ordering at all, the playing field can
consist of a number of moving balls which are unmarked. The players’ goal is still to select
the same ball, and they get to see which ball was selected by the other player when both
have selected a ball.

3.12.4 The Color-coder game

Since an integral part of the Guess 100 game is that the players move simultaneously, we
continued by designing a game that is partially observable, has sequential moves, and no
ordered labels. The aforementioned Codenames is such a game, but too complex to be a
good basis for fundamental research. We wanted this game to be as simple as possible. We
came up with the Color-coder game.

In the Color-coder game there are two players, one of which has the role of “hinter” and
the other one the role of “guesser.” The hinter observes a “code” which consists of two
colored tokens, randomly selected from four colors, e.g., RED-BLUE. The hinter and guesser
now take turns, starting with the hinter. The turn of the hinter consists of providing a
sequence of black and white tokens, e.g., BLACK-BLACK-WHITE-WHITE-BLACK. The
turn of the guesser consists of producing a guess, which consists of two colored tokens, e.g.,
YELLOW-GREEN. No other communication between the hinter and guesser is allowed. The
game ends when the guesser reproduces the code that the hinter observed. The goal is to
minimize the number of turns needed for that.

The Color-coder game sounds like Mastermind, but it is substantially different. In
Mastermind the meaning of the black and white tokens is predetermined, and the hinter’s
role is not to cooperate with the guesser, but to simply provide the predetermined hint. In
the Color-coder game, the hinter actively wants to lead the guesser to the correct code, and
can try to supply the guesser with more information. The hinter can decide upon a particular
interpretation of the tokens and stick to it, but might also change the meaning of the tokens
while playing.

We tested the Color-coder game several times, and found that different strategies were
employed. Often the hinter chose a strategy before the game started, and did not diverge
from it, hoping that the guesser would pick it up. Sometimes the hinter changed their way
of hinting during the game. In principle there is no reason for the game to last longer than
four turns, if the hinter simply always uses black to indicate correct and white to indicate
incorrect, and then always places two tokens. However, with smart hinting fewer turns are
needed.
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One hinter came up with the idea to hint at the correct code by using black tokens for
the left color and white tokens for the right color, and then placed as many of the respective
tokens as there are letters in the color name. Considering that in our default game we used
red, blue, green, and yellow, the colors were encoded in a unique way. If the guesser would
pick up on the approach, one guess would suffice.

The Color-coder game felt as slightly too simple to give rise to interesting communication
strategies. It can be made more interesting without increasing complexity too much by
increasing the number of colors.

3.12.5 The Convergence and Divergence games

We also wanted to define a game that, like the Guess 100 game, is fully observable and
has simultaneous moves, but has no numerically ordered labels, because with a numerical
ordering players will use calculations to try to reach the same number.

In the Convergence game the players are presented with a list of ten words. The words are
randomly selected from a dictionary, e.g., zoom, understood, women, income, joke, scrawny,
waiting, bucket, picayune, camera. The list may be presented to the players in a different
order, so that the place on the list is not part of the ordering; there is, of course, a semantic
ordering. The players simultaneously select a word. If the word is the same, the game ends.
If not, they select a different word, whereby the words that were selected before cannot be
selected again. The goal is to select the same word as fast as possible.

The players can use the semantic ordering of the words to decide which next word to
select. E.g., if from the previous list one player selected “understood” and the other one
“women”, then they might decide to select “waiting” as their next guess as that is the only
word which is between the two previously selected ones. However, with numbers such an
approach is far more “natural” than it is with words, and players are more likely to use the
“meaning” of words to direct their guesses.

However, we found a slight change to the Convergence game made it much more interesting:
in the Divergence game the players undertake the same actions, but they try to avoid selecting
the word that the other player selects. As soon as they land on the same word, the game
ends, and they try to postpone this as long as possible. With ten words, the game can last
no more than five turns, but the game can easily be extended by making the list of words
longer, which would also allow the players to try to communicate more as they can select
more words before the list becomes so short that the risk of selecting the same word is high.

3.12.6 Next steps

We implemented a digital version of the Guess 100 game during and after the previous
Dagstuhl Seminar. We want to use it to collect data on game plays. It can also be used to
implement variations of the Guess 100 game, to work on different axes of coordination. The
datasets developed this way should be open-sourced. We then want to develop AIs which
play these games, both with other AIs and with human players. The most interesting games
can form the basis for a challenge paper.
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In recent years more and more research has been invested into eXplainable artificial intelligence
(XAI) to make machine learning (ML) and AI models more trustworthy and understandable
for users. In an earlier vision paper, a new research area for designers and game designers
was proposed called XAI for Designers (XAID) [1], which focused on mixed-initiative co-
creation [2] approaches to help designers better leverage AI methods through co-creation in
their respective design tasks. Since then, much development has been made in XAI. In this
working group, we investigate whether and how these new methods for XAI can also be used
for games.

3.13.1 What is XAI for Games?

There are a large variety of possible use cases for XAI in games or game development, and
this largely depends on what one wants to achieve. Some salient use cases include:

Increasing the transparency for game AI decisions so that these decisions can be understood
and trusted by humans.
Explanations of key game AI decisions can be used as a feedback mechanism for how
well a player is performing. For instance, a PCG-based educational game can explain to
a player that a new level is generated based on her previous gameplay so that she can
continue to practice a certain skill that she has not mastered. This type of explanation
can be used as a feedback mechanism to foster player reflection and learning[6].
Tools for framing in computational creativity and improving the design experience with
mixed-initiative co-creativity systems.
Highlighting to players why a given strategy is relevant, optimal, or exciting.

To further narrow the focus on the different use cases, in this report, we will focus on
procedural content generation with ML (PCGML).

3.13.2 Case Study: Mario Level Generation

First, we looked at different possibilities to generate Super Mario levels. TOAD-GAN [3] can
be trained using only one example. This method also makes it possible for users to control
the output of the generation process by changing the noise vector that represents the input
of the generator network. Since noise vectors cannot be interpreted by designers, designers
still do not have the ability to design content according to their needs. To accomplish this,
one must make the noise vector explainable to designers and map the different areas of the
noise vector to the content that would result from a change in the noise vector.

Another method for generating Super Mario levels uses an evolutionary algorithm with
tilesets [4]. The tilesets enforce consistency of the output, and the Kullback-Leiber Divergence
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Figure 9 An overview of DOOMGAN architecture.

enables for control of variation and novelty. This method is explainable by design as the
history of the gene values and the time steps of the mutation operators could be used to
identify when something occurred, and why it was picked to be modified.

3.13.3 Case Study: DOOMGAN – Improving the PCGML Interpretability by
Incorporating Metrics

PCGML[5] has been successfully applied to several kinds of game content. However, it
generally has low interpretability to human designers because how the input (e.g., paramet-
er/feature vectors) leads to generated content (or corresponding gameplay metrics) is often
opaque. Recent Deep Learning-based generative models exacerbate this problem due to their
complexity and blackbox nature. As a relevant case of study, we focused on GAN-based
PCGML approaches and proposed to incorporate gameplay metrics (e.g., completion time,
win rate) in part of the GAN architecture at the level of the discriminator. Figure 9 provides
an overview of the proposed GAN architecture, dubbed DOOMGAN, where the discriminator
is extended by adding one or more gameplay metrics as additional outputs. Our research
hypotheses are that this method will 1) improve the interpretability of the system by provid-
ing meaningful intermediate output to designers and 2) improve the performance of the
generative model (e.g., better data quality and data efficiency). Moreover, with the proposed
method, existing XAI techniques, such as Saliency Map, LIME, and DeepSHAP, can be
used to further open the blackbox of PCGML. An ideal testbed to investigate our ideas
would be to extend one of the Mario level generators based on GAN previously introduced
in the literature (e.g., TOAD-GAN[3]). To the best of our knowledge, this is among the first
approach that connects XAI to PCGML methods.

3.13.4 Open Problems

Explainable AI for games is still a nascent research area. Below we summarize some of the
key open problems in this area:

How to turn explainability into explanation and actionable explanations to players and/or
designers?
How does content representation affect explainability? (e.g., representing a Mario level as
tiles vs. objects)
Whom do we design the explainable system for? What do the human players, designers,
or other stakeholders need? Current XAI methods only explain predictive models but
not generative models.
How to capture functionality/playability of a level in XAI, which is absent in image
generation?
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3.13.5 Conclusion

In summary, this working group found eXplainable AI to be a rich research topic to explore
in the context of computer games. Making the underlying AI process more transparent can
benefit a wide range of stakeholders, including players, game designers, game analytics/user
researchers, and game producers. Since computer games are end user-facing, we believe
exploring eXplainable AI in the context of games will expedite the transition from technical
explainability to usable human-centered explanations.
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3.14.1 Motivation

Human-AI collaboration is a rapidly growing research area. As AI becomes an integral part
of the workplace as well as home, developing technology that can efficiently collaborate with
humans is essential.

Existing psychology research found that successful collaborations between humans need
the foundation of 1) a relational interaction (conflict, small talk, emotional exchanges,
relationship construction) and 2) efficient cognitive interaction (e.g., building on others’ ideas
– transactivity, synthesis, building a common ground) [1]. However, in current Human-AI
interaction (HAI) research, this social-cognitive element and the social experience between
human users and the AI is under-explored. This is problematic because since most users,
especially novel users of AI, tend to approach AI based on their knowledge of similar human
interactions [9, 8].
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We argue that computer games, and playful interactions around games, provide a platform
to explore new forms of collaborations and social interactions that consider relational aspects
and are more cognitively nuanced. Such AI agents can potentially lead to better outcomes
such as deeper social engagement when a player collaborates with it towards a common goal
(e.g., solving a puzzle or mixed-initiative co-creative game design [10]).

Many games are social by nature as they propose several mechanisms for collaborative
and competitive play. In addition, it appears that watching a game together is already
sufficient to provide a significant social experience as demonstrated by streamed games [11],
probably being not that different from groups of people watching sports games. This implies
that there is huge potential to explore human-AI collaboration through play.

3.14.2 Background on Collaborative Game AI

A particularly interesting collaborative AI player is OpenAI Five [7]. It is able to play the
MOBA game Dota 2 at the human professional level. Teams in this game consist of 5 players,
and close collaboration is mandatory for winning the game. The AI has learned a specific
type of collaborative behavior that may be called generous self-sacrifice. It is able to play
extremely well when playing as a pure AI team but did not manage to collaborate well with
human players, most likely because humans play more selfishly.

In addition, [12] used intention recognition to infer the task the human player was
performing at the moment so that the AI could provide the appropriate assistance to the
player. In board games, [13] explored agents for games built on collaborative game mechanics
between human players. The authors used Rolling Horizon Evolutionary Algorithm to
develop an artificial agent to balance gameplay in Pandemic. [14] explored how procedural
content generation, such as character generation, story sifting, and social simulation, can be
used to facilitate collaborative storytelling among human players.

Finally, HCI researchers have used computer games as a platform to study how human
perception and gameplay outcomes may be affected when interacting with an AI [15].

3.14.3 Design space of human-AI interactions

Social interaction can take several forms [2, 3], including:
Competition: the various agents are competing on a limited amount of resources to
accomplish goals that are generally orthogonal.
Collaboration: collaboration is defined as the action of working together on a single
shared goal which generally leads to joint and strongly coordinated behaviors.
Cooperation: during cooperation, some goals might be distinct, and the agents generally
dispatch sub-tasks among the group to only assemble the results at the end of the task.
Mediation: during mediation, a single agent has the goal of reducing the amount of
conflict between at least two other agents.

Researchers have found that different AI techniques support different collaborative
interaction mechanisms. For example, [16] noticed that generative adversarial networks
(GANs) require a modified set of interaction patterns compared to other generative models.

In the context of video games, most artificial agents are designed to be competitive, while
some are able to collaborate with other artificial agents. However, AIs that are able to
collaborate or cooperate with human players are more scarce. Cooperation would necessitate
understanding which goals are shared, dividing the objectives into sub-tasks, and reaching a
common agreement on the distribution of those tasks. Collaboration is more complex as there
is a need to synchronize actions between the AI and the players at any time. This is achievable



D. Ashlock, S. Maghsudi, D. Perez Liebana, P. Spronck, M. Eberhardinger 77

only by having a common understanding of the situation and reaching an agreement on
which steps to take next. Finally, a very under-studied type of social interaction in games is
mediation. Artificial agents could help humans to collaborate better by assisting them in
organizing and avoiding conflicts. In all these interaction types, there is a need to measure
the interaction to determine the best approach and actions to take next.

3.14.4 Measuring social interactions

Social interactions can be measured in real-time or a posteriori – after the actual interaction
has taken place. The former might be useful to provide feedback to AI agents so they can
adapt their behavior to the social situation, for instance, by being included as a reward in
reinforcement learning. The latter would allow for evaluating the efficiency and outcomes of
the proposed approach.

Questionnaires can be used to evaluate the interaction a posteriori but are more difficult
to be administered during gameplay. The importance of players’ social experience was
acknowledged by the Game Experience Questionnaire [4], which includes a social presence
module mostly inspired by the social presence theory. The competitive and cooperative
presence in gaming questionnaire [5] allows researchers to capture the sense of social presence
in different types of interaction.

Measuring a social interaction can also be achieved by measuring in-game (position,
firing rate) and reactions outside of the game (for example, players’ facial expressions, eye
movements, and physiological signals). The advantage of this method is that it can provide
insights both during and after the game. Several publications, including [6], have studied
the possibility of using joint reactions to identify the type of interaction and collaborative
processes. However, the use of in-game features to characterize game social interaction
remains an under-studied research area. In addition, there is a need to investigate if these
methods, including the usage of questionnaires, can be transferred from the context of
human-human interactions to human-AI interactions.

3.14.5 Conclusions and Future Work

In conclusion, computer games and playful interactions are a particularly rich domain to
explore and advance human-AI collaboration research. This includes both the technical
research of how to build better collaborative AIs and the HCI research of how to design new
forms of collaborative interaction between humans and agents.
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4 Panel discussions
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On the last day of the seminar only, the participants gathered in the common room to have
an evaluation and discussion of the seminar, and to look forward to a possible follow-up
seminar. Multiple topics came up, which are discussed below.
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4.1.1 Seminar setup

The setup of the seminar was as follows: every day, immediately after breakfast, participants
gathered in the common lecture room, where workgroups were formed around themes
proposed by the participants. These workgroups consisted of at least three and at most eight
people (usually four or five). They worked on their respective themes for the day. This work
could consist of a discussion, the building of a prototype, or the running of an experiment.
Around five o’clock everyone gathered in the common lecture room for a plenary session,
where each workgroup presented their achievements. Usually a workgroup ended after one
day, but a few ran a second day, sometimes with different participants, sometimes with a
variation on the theme.

After dinner, on Tuesday, Wednesday, and Thursday, an extra activity was planned: on
Tuesday and Thursday this concerned a lecture/discussion led by one of the participants
on a topic which was of general interest, while on Wednesday this concerned the playing
of a game. This game was a roleplaying game to commemorate Daniel Ashlock, one of the
organizers and a rather prolific member of the community, who passed away two months
before the seminar took place. The game was based on a collection of ideas that Dan
developed for roleplaying games (the game has been made available for free from https:
//www.drivethrurpg.com/product/400792/Ashlocks-Maze). Thursday evening also a pub
quiz was held, and VR games were made available on several other evenings.

Dagstuhl recommends having a longer walk on one of the days. As was suggested during
the previous seminar, we replaced that with a shorter, 45-minute walk, every day after lunch.
Still, as many participants also desired a longer walk, time was set aside on Wednesday
afternoon to have that.

Before, during, and after the seminar, we used Discord to communicate between parti-
cipants.

4.1.2 Workgroups

For previous seminars we had participants approach the blackboard to write down ideas
for workgroups, after which participants wrote their names next to some of those ideas, to
decide which workgroups would start. A problem that was recognized with this approach, is
that newcomers to the seminar or the research field might feel intimidated by this process
and thus reluctant to bring their ideas forward. In an attempt to resolve this problem, we let
participants write their ideas on sheets of paper which we collected, and then anonymously
wrote down on the blackboard.

The big disadvantage of this approach was that there were many more ideas formulated
than with the old approach (which is good), but with a lot of overlap between them. This
made it harder to come up with a good set of workgroups to run, especially since we did not
want to have ideas “get lost”. In the end everything worked out, but that was also because
the number of participants was smaller than for previous seminars. We had already more
ideas than fit on six blackboards with this relatively small group.

It was noted that rather than using the blackboard to form workgroups, we could have
used Discord for that. It may even be possible to let then people sign up for multiple
workgroups and have a semi-automated process divide the workgroups over the seminar
days so that every participant can attend an optimal number of workgroups that hold their
interest.

One point of stress that was recognized is that participants found it hard to choose
between workgroups as there were multiple that they wanted to be part of. When too many
people wanted to be part of one workgroup, it was split up along lines of interest, where each
“subgroup” worked on their own perspective on the theme. This led to a suggestion that

22251

https://www.drivethrurpg.com/product/400792/Ashlocks-Maze
https://www.drivethrurpg.com/product/400792/Ashlocks-Maze


80 22251 – Human-Game AI Interaction

we could actually spend part of the seminar on having most or all participants work on the
same theme, but in randomly constituted workgroups, which at the end of the day would all
present their own view on the theme. A possible enhancement to this idea is that the groups
would reform halfway through the day to stimulate cross-pollination. This idea needs some
consideration, as a disadvantage of it would be less freedom in choosing workgroups.

4.1.3 Evening program

One general remark was that the evening program was for many participants “a bit much.”
A possible reason why many felt this way, may be found in the effects of the recent COVID
crisis, where people became less used to interacting with bigger groups for a long period of
time. Especially the fact that the talks were immediately after dinner (which was deliberate,
to still have social time afterwards) was deemed “intense.” The organized games, however,
were evaluated positively.

It was suggested that perhaps the Sunday evening could also be used for some activity,
though this should be an “unofficial” activity as the seminar officially starts on Monday.

4.1.4 Relaxation time

The short walks after lunch were appreciated by many participants, although for most of
the week it was rather hot and therefore not ideal for walks. Some participants asked for
extra time to exercise. Ideally, such time should be at the end of the day, before dinner
(because exercising right after lunch or dinner is not a good idea). This would shorten the
time available for workgroups; therefore, a possible approach could be to leave out the short
walk after lunch, and instead have the plenary session between four and five o’clock, and
have the time after that available for a walk or exercising.

Optionally, the short walk after lunch could still take place, but it should start around
12.45, as we found that by that time most participants had already finished lunch. That way,
not much time is lost from the afternoon sessions.

4.1.5 Recording

Considerable discussion time was spent on “recording the seminar.” This discussion started
with the suggestion that the plenary sessions at the end of the day could be recorded and
made available to people who do not attend the seminar. The suggestion was extended
with the idea that a short video which shows off the seminar as a whole (including morning
sessions, workgroups, plenary sessions, and social interaction) could be used as a way to show
to invitees who have not been at Dagstuhl before what the seminar is like, and make them
enthusiastic about accepting an invitation.

There are, however, issues with this. A major issue is privacy: not everyone might agree
to being recorded, and even if they agree, they might feel uncomfortable with it. Moreover,
due to the friendly atmosphere, people tend to be open about their ideas and how they talk
about them, but when a camera is present they may feel guarded and cautious.

Recording the plenary session may be a bridge too far, but there would be a lot of value
in a 15-20 minute documentary on a next seminar as an advertising tool. This could, for
instance, consist of some soundless recordings (with music and commentary) of moments
during one day of the seminar, interspersed with brief interviews with participants and
explanations about the seminar’s setup. Participants who do not want to be recorded can
wear visual labels which indicate that they “opt-out.”
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4.1.6 Invitation process

The invitation process was rather involved this time around. For previous seminars, we
needed at most two rounds of invitations before the seminar filled up. This time, due to the
COVID crisis, we had to be cautious in sending invitations, so that early in the process we
were very limited in the number of invited participants. Later on this was expanded, and we
could invite more participants. At some point the seminar was close to being completely full,
but then we ran into a second problem: due to changes in policies at many universities and
institutes (particularly in Asia and the US), rising fears of people traveling, and the war in
Ukraine, many participants started to drop out again. We frantically invited new people
late in the process, up to two weeks before the seminar took place, but that was so late that
almost no one could make it.

We invited mostly people from Europe, but we also sent a good number of invitations to
Asia and North America, and a few to South-America, Oceania, and Africa. We ended up
with just over 30 participants, out of 45 that would have been possible. Over the course of the
invitation process, we invited close to 100 people, of which more than half were women, and
about half were ‘junior’ people. While in the end the majority of the participants were people
who had visited an earlier seminar, we managed to bring in multiple new faces. Often these
were people who had no idea what Dagstuhl Seminars were about, but got a recommendation
from someone who was aware of the event.

4.1.7 Organization

As always, from the side of Dagstuhl the organization and support were excellent. We noted
a few possible improvements, which were communicated to Dagstuhl. As for the scientific
organization, we got one recommendation for a follow-up seminar, which was to place a
ballot box in the common room where people can deposit ideas or potential complaints – not
that there appeared to be anything to complain about, but the existence of such a box would
take away hesitation in reporting complaints as it offers the possibility of anonymity.

4.1.8 Topics for a follow-up seminar

Three topic ideas were brought forth for a potential follow-up seminar: (1) multi-agent social
games; (2) benchmarks for game AI; and (3) creativity for games. Clearly, the current group
of participants would enthusiastically support a follow-up seminar.
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